CHAPTER

Introduction

1.1 Overview

Plantwide process control involves the systems and strategies required
to control an entire chemical plant consisting of many interconnected
unit operations.

One of the most common, important, and challenging control tasks
confronting chemical engineers is: How do we design the control loops
and systems needed to run our process? We typically are presented
with a complicated process flowsheet containing several recycle
streams, energy integration, and many different unit operations: dis-
tillation columns, reactors of all types, heat exchangers, centrifuges,
dryers, crystallizers, liguid-liquid extractors, pumps, cOmpressors,
tanks, absorbers, decanters, ete. Given a complex, integrated process
and a diverse assortment of equipment, we must devise the necessary
logic, instrumentation, and strategies to operate the plant safely and
achieve its design objectives.

This is, in essence, the realm of control system synthesis for an
entire plant. What issues do we need to consider? What is of essential
importance within this immense amount of detail? How does the dy-
namic behavior of the interconnected plant differ from that of the indi-
vidual unit operations? What, if anything, do we need to model or test?
How do we even begin?

This book addresses each of these questions and explains the funda-
mental ideas of control system synthesis. As its core, the book presents
a general heuristic design procedure that generates an effective plant-
wide base-level regulatory control structure for an entire, complex pro-
cess flowsheet and not simply individual units.

The nine steps of the design procedure center around the fundamen-
tal principles of plantwide control: energy management; production
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rate; product quality; operational, environmental, and safety con-
straints; liquid level and gas pressure inventories; makeup of reactants;
component balances; and economic or process optimization.

We first review in Part 1 the basics of plantwide contrel, We illustrate
its importance by highlighting the unique characteristics that arise
when operating and controlling complex integrated processes. The steps
of our design procedure are described. In Part 2, we examine how
the control of individual unit operations fits within the context of a
plantwide perspective. Reactors, heat exchangers, distillation columns,
and other unit operations are discussed. Then, the application of the
procedure is illustrated in Part 3 with four industrial process examples:
the Eastman plantwide control process, the butane isomerization pro-
cess, the HDA process, and the vinyl acetate monomer process.

1.2 HDA Process

Let’s begin with an example of a real industrial process to highlight
what we mean by plantwide process control. The hydrodealkylation of
toluene (HDA) process is used extensively in the book by Douglas (1988)
on conceptual design, which presents a hierarchical procedure for gen-
erating steady-state flowsheet structures. Hence the HDA process
should be familiar to many chemical engineering students who have
had a course in process design. [t also represents a flowsheet topology
that is similar to many chemical plants, so practicing engineers should
recognize its essential features.

The HDA process (Fig. 1.1) contains nine basic unit operations: reac-
tor, furnace, vapor-liquid separator, recycle compressor, two heat ex-
changers, and three distillation columuns. Two vapor-phase reactions are
considered to generate benzene, methane, and diphenyl from reactants
toluene and hydrogen.

Toluene + H; — benzene + CH, (1.1)
2Benzene = diphenyl + H, {1.2)

The kinetic rate expressions are functions of the partial pressures of
toluene py, hydrogen py, benzene pg, and diphenyl pp, with an Arrhenius
temperature dependence. By-product diphenyl is produced in an equi-
librium reaction. '

r, = kurpr ok (1.3)
r: = kynp: — Koo Pr (1.4)

The two fresh reactant makeup feed streams (one gas for hydrogen
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Figure 1.1 HDA process flowsheet.

and one liguid for toluene) are combined with the gas and liguid recycle
streams. This combined stream is the cold inlet feed to the process-to-
process heat exchanger, where the hot stream is the reactor effluent
after the quench. The cold outlet stream is heated further, via combus-
tion of fuel in the furnace, up to the required reactor inlet temper-
ature. The reactor is adiabatic and must be run with an excess of
hydrogen to prevent coking. The reactor effluent is quenched with
liquid from the separator to prevent fouling in the process-to-process
heat exchanger.

The hot outlet stream from the process-to-process heat exchanger
goes to a partial condenser and then to a vapor-liquid separator. The
gas stream from the overhead of the separator recycles unconverted
hydrogen plus methane back to the reactor via a compressor. Since
methane enters as an impurity in the hydrogen feed stream and is
further produced in the reactor, it will accumulate in the gas recycle
loop. Hence a purge stream is required to remove methane from the
process. Part of the liquid from the separator serves as the reactor
quench stream.

The remainder of the liquid from the separator is fed to the stabilizer
column to remove any of the remaining hydrogen and methane gas
from the aromatic liquids. The bottoms stream from the stabilizer col-
umn feeds the product column, which yields the desired product ben-
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zene in the distillate. The by-product diphenyl exits from the process
in the bottoms stream from the recycle column, which is fed from the
bottoms of the product column. The liquid distillate stream from the
recycle column returns unconverted toluene to the reactor.

Given this process flowsheet, we'd like to know how we can run this
process to make benzene. We naturally have a lot of questions we want
answered about operating this plant:

# How do we control the reactor temperature to prevent a runaway?

® How can we increase or decrease the production rate of benzene
depending upon market conditions?

# How do we ensure the benzene product is sufficiently pure for us
to sell?

® How do we know how much of the fresh hydrogen and toluene feed
streams to add?

= How do we determine the flowrate of the gas purge stream?
. m How can we minimize the raw material yield loss to diphenyl?

8 How do we prevent overfilling any liguid vessels and overpressuring
any units?

# How do we deal with units tied together with heat integration?
= How can we even test any control strategy that we might develop?

Answering these guestions is not at all a trivial matter. But these
issues lie at the foundation of control system synthesis for an entire
plant. The plantwide control problem is extremely complex and very
much open-ended. There are a combinatorial number of possible choices
and alternative strategies. And there is no unigque “correct” solution.

Reaching a solution to the complex plantwide control problem is a
creative challenge. It demands insight into and understanding of the
chemistry, physics, and economics of real processes. However, it is
possible to employ a systematic strategy (or engineering method) to
get a feasible solution. Our framework in tackling a problem of this
complexity is based upon heuristics that account for the unigue features
and concerns of integrated plants. This book presents such a general
plantwide control design procedure.

The scope embraces continuous processes with reaction and separa-
tion sections. Because our approach in this book is based upon a plant-
wide perspective, we cover what is relevant to this particular area. We
omit much basic process control material that constitutes the frame-
work and provides the tools for dynamic analysis, stability, system
identification, and controiler tuning. But we refer the interested reader
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to Luyben and Luyben (1997) and other chemical engineering textbooks
on process control.

1.3 History

Control analysis and control system design for chemical and pefroleum
processes have traditionally followed the “unit operations approach”
(Stephanopoulos, 1983). First, all of the contrel loops were established
individually for each unit or piece of equipment in the plant. Then the
pleces were combined together into an entire plant. This meant that
any conflicts among the control loops somehow had to be reconciled.
The implicit assumption of this approach was that the sum of the
individual parts could effectively comprise the whole of the plant’s
control system. Over the last few decades, process control researchers
and practitioners have developed effective control schemes for many
of the traditional chemical unit operations. And for processes where
these unit operations are arranged in series, each downstream unit
simply sees disturbances from its upstream neighbor.

Most industrial processes contain a complex flowsheet with several
recycle streams, energy integration, and many different unit opera-
tions. Essentially, the plantwide control problem is how to develop the
control loops needed to operate an entire process and achieve its design
objectives. Recycle streams and energy integration introduce a feedback
of material and energy among units upstream and downstream. They
also interconnect separate unit operations and create a path for distur-
bance propagation. The presence of recycle streams profoundly alters
the dynamic behavior of the plant by introducing an integrating effect
that is not localized to an isolated part of the process.

Despite this process complexity, the unit operations approach to con-
trol system design has worked reasonably well. In the past, plants with
recycle streams contained many surge tanks to buffer disturbances, to
minimize interaction, and to isolate units in the sequence of material
flow. This allowed each unit to be controlled individually. Prior to the
1970s, low energy costs meant little economic incentive for energy
integration. However, there is growing pressure to reduce capital in-
vestment, working capital, and operating cosgt and to respond to safety
and environmental concerns. This has prompied design engineers to
start eliminating many surge tanks, increasing recycle streams, and
introducing heat integration for both existing and new plants. Often
this is done without a complete understanding of their effects on
plant operability.

So economic forces within the chemical industry are compelling im-
proved capital productivity. Requirements for on-aim product quality
control grow increasingly tighter. More energy integration cccurs. Im-
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proved product yields, which reduce raw material costs, are achieved
via lower reactant per-pass conversion and higher material recycle
rates through the process. Better product quality, energy integration,
and higher vields are all economically attractive in the steady-state
flowsheet, but they present significant challenges to smooth dynamic
plant operation. Hence an effective control system regulating the entire
plant operation and a process designed with good dynamic performance
play critical parts in achieving the business objectives of reducing op-
erating and capital costs.

Buckley (1964) proposed a control design procedure for the plantwide
control problem that consisted of two stages. The first stage determined
the material balance control structure to handle vessel inventories for
low-frequency disturbances. The second established the product quality
control structure to regulate high-frequency disturbances. This proce-
dure has been widely and effectively utilized. It has served as the
conceptual framework in many subsequent ideas for developing control
systems for complete plants. However, the two-stage Buckley procedure
provides little guidance concerning three important aspects of a plant-
wide control strategy. First, it does not explicitly discuss energy man-
agement. Second, it does not address the specific issues of recycle sys-
tems. Third, it does not deal with component balances in the context
of inventory control. By placing the priority on material balance over
product quality controls, the procedure can significantly limit the flexi-
bility in choosing the latter.

We believe that chemical process control must move beyond the
sphere of unit operations into the realm of viewing the plant as a whole
system. The time is ripe in the chemical and petroleum industry for the
development of a plantwide control design procedure. The technology,
insight, and understanding have reached a state where general guide-
lines can be presented. The computer software needed for plantwide
dypamic simulations is becoming commercially available. While linear
methods are very useful to analyze control concepts, we strongly believe
that the final evaluation of any plantwide control structure requires
rigorous nonlinear dynamic simulations, not linear transfer function
analysis.

1.4 Model-Based and Conventional Control

Some people claim that the plantwide control problem has already
been solved by the application of several commercial forms of model
predictive control (MPC). MPC rests on the idea that we have a fair
amount of knowledge about the dynamic behavior of the process and
that this knowledge can be incorporated into the controller itself. The
controller uses past information and current measurements to predict
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the future response and to adjust its contrel valves so that this antici-
pated response is optimal in some sense.

Model predictive control is particularly useful when several control
valves (or manipulators) affect an output of interest (what is called
interaction} and also when some sort of constraint comes into play
either on the inputs or on some measured variable. Since the controller
itself kZnows about these interactions and constraints, it can in theory
avoid those perils. It is important to remember that MPC merely sug-
gests that the controller can predict the process response into the future,
only to be checked (and corrected) by the next round of measurements.

On. the other hand, conventional control approaches also rely on
madels, but they are usually not built into the controller itself. Instead
the models form the basis of simulations and other analysis methods
that guide in the selection of control loops and suggest tuning constants
for the relatively simple controllers normally employed [PI, PID, I-only,
P-only, lead-lag compensation, etc. (P = proportional, PI = proportional-
integral, PID = proportional-integral-derivative)]. Conventional con-
trol approaches attempt to build the smarés into the system (the process
and the controllers) rather than only use complex control algorithms.

Our understanding is that MPC has found widespread use in the
petroleum industry. The chemical industry, however, is still dominated
by the use of distributed control systems implementing simple PID
controllers. We are addressing the plantwide control problem within
this context. We are not addressing the application of multivariable
model-based controllers in this book.

Very few unbiased publications have appeared in the literatare com-
paring control effectiveness using MPC versus a well-designed conven-
tional control system. Most of the MPC applications reported have
considered fairly simple processes with a small number of manipulated
variables, There are no published reports that discuss the application
of MPC to an entire complex chemical plant, with one notable exception.
Thatis the work of Ricker (1996), who compared MPC with conventional
PI control for the Eastman process (TE problem). His conclusion was
“there appears to be little, if any, advantage to the use of nonlinear
model predictive control (NMPC) in this application. In particular, the
decentralized strategy does a better job of handling constraints—an
area in which NMPC is reputed to excel.”

One of the basic reasons for his conclusion ties into the plantwide
context that our procedure explicitly addresses, namely the need to
regulate all chemical inventories, MPC gives no guidance on how to
malke the critical decisions of what variables need to be controlled. As
Ricker states, “the naive MPC designer might be tempted to control only
variables having defined setpoints, relving on optimization to make
appropriate use of the remaining degrees of freedom. This fails in the
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TE problem. As discussed previously, all chemical inventories must be
regulated; it cannot be left to chance. Unless setpoints for key internal
concentrations are provided, MPC allows reactant partial pressures to
drift to unfavorable values.” Qur design procedure considers the concept
of component balances as an explicit step in the design.

Another reason is related to the issue of constraints and pricrifies,
which we address in the sequence of steps for our design procedure.
Ricker says that “the TE problem has too many competing goals and
special cases to be dealt with in a conventional MPC formulation.”
Normally this is addressed within MPC by the choice of weights, but
for the Eastman process the importance of a variable changes de-
pending upon the situation. “Ricker and Lee found that no single set
of weights and constraints could provide the desired performance in
all cases.”

While we use conventional control systems here, our plantwide con-
trol design procedure does not preclude the use of MPC at a certain
level. Our focus is on the issues arising from the operation of an inte-
grated process. We find that a good control structure provides effective
control, independent of any particular controller algorithm, while a
poor one cannot be greatly improved with any algorithm (MPC or
PID controllers).

1.5 Process Design

The traditional approach to developing a new process has been to per-
form the design and control analyses sequentially. First, the design
engineer constructs a steady-state process flowsheet, with particular
structure, equipment, design parameters, and operating conditions.
The objective is to optimize the economics of the project in evaluating
the enormous number of alternatives. The hierarchical design proce-
dure proposed by Douglas (1988) is a way to approach this task. Little
attention is given to dynamic controilability during the early stages of
the design.

After completion of the detailed design, the control engineer then
must devise the control strategies to ensure stable dynamic perfor-
mance and to satisfy the operational requirements. The objective is
to operate the plant in the face of potentially known and unknown
disturbances, production rate changes, and transitions from one prod-
uct to another.

While this staged approach has long been recognized as deficient, it
is defensible from a certain perspective. For example, it would be diffi-
cult for the control engineers to specify the instrumentation and the
distributed control system (DCS) without knowing exactly what process
it was intended for. Similarly, it would make no sense for the process
engineers to request a control system design for all those flowsheets
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that were considered but rejected on the basis of steady-state economics
alone. However, this staged approach can result in missed opportunities
because of the close connection between process design and controllabil-
ity. How a process is designed fundamentally determines its inherent
controllability, which means qualitatively how well the process rejects
disturbances and how easily it moves from one operating condition to
another. In an ideal project system, dynamics and control strategies
would be considered during the process synthesis and design activities.

This issue grows increasingly important as plants become more
highly integrated with complex configurations, recycle streams, and
energy integration. Competitive economic pressures, safety issues, and
environmental concerns have all contributed to this. However, if a
control engineer becomes involved early enough in the process design,
he or she may be able to show that it would be better in the long run
to build a process with higher capital and utility costs if that plant
provides more stable operation and less variability in the product
quality. .

We believe that process design impacts controlability far more than
control algorithms do. We base our opinion on many years of experience.
We have participated as control engineers in many design projects.
Some involved building new plants with new process technology, some
involved new plants with existing technology, and some projects were
modernizations of the control system on an existing plant. We have
found that a consideration of dynamics and control strategies for new
process designs has a much larger positive economic impact (when the
design can potentially be modified) compared with control strategy
upgrades on an existing process (with a fixed design). However, we
stress that for those new plants and technologies we became involved
before the process design was fixed. We performed dynamic simulations
and undertook control system design as soon as the process engineers
had an economically viable flowsheet. Most importantly, by working
together with the process engineers and plant engineers, we changed
the flowsheet until we were all satisfied that we had developed the
most profitable process when viewed over the entire life time of the
project. This inevitably involved making trade-offs between steady-
state investment economics and dynamic performance measured in
uptime, throughput, product quality, and yield.

One of the important themes weaving through this book is the central
role we place on the process design. Good control engineers need also
to be good process engineers!

1.6 Spectrum of Process Control

We can view the field of process control as five parts of a continuous
spectrum (Fig. 1.2). Each part is important, can be economically signifi-




12 Basics

] T

Central Controller c l

Hardware Controfler Algorithms Somm Process

and Tuning and DCS ystem Design
Infrastructure Configuration Swmucture

DCs Dcs
Specific Independent

Figure 1.2 Spectrum of process control.

cant, and interacts in some manner with the others. Moving toward
the left on the spectrum means dealing with more detailed issues on
the level of the distributed control system (DCS). Moving toward the
right means operating on a more general level with issues that are
independent of the DCS.

The far left part of the spectrum deals with the control hardware
and infrastructure required to operate a plant. We need to assemble
the proper types of control valves and process measurements (for tem-
perature, flow, pressure, composition, etc.). These are the sensory-de-
vices of the plant and are essential for any control system to ‘functu.)n.
Any control strategy, no matter how clever, will have severe difficulties
without the right measurements and valves in the process. An Ins’r:ru-
ment Society of America (ISA) publication catalog (67 Alexander Drive,
P.O. Box 12277, Research Triangie Park, NC 27709) contains many
references that deal with control hardware.

The next part involves controller tuning. We must determine t}%e
tuning constants for the controllers in the plant. While this tas:;k is
often performed by using heuristics and experience, it can sometimes
be a nontrivial exercise for certain loops. We recommend using a relay-
feedback test that determines the ultimate gain and period for the
control loop, from which controller settings ean be calculated (Luyben
and Luyben, 1997).

The middle of the spectrum deals with the controller algorithms
and DCS configuration. We must decide the type of controlier to use
(proportional, integral, derivative, multivariable, nonlinear, model pre-
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dictive, etc.). We must also determine whether we need dynamic ele-
ments (lead/lags, feedforward, ete.) and how to handle overrides and
interlocks. In addition, input and output variables must be assigned
loop numbers, displays must be created, alarms must be specified,
instrument groupings must be determined, etc.

The next part is the determination of the controi system structure.
We must decide what variables to contrel and manipulate and how these
should be paired. The control structure is vitally important because a
poor strategy will result in poor performance no matter what type of
cantrol algorithm we use or how much we tune it. There is little informa-
tion or guidance in the literature or in process control textbooks (both
introductory and advanced) on how to develop an effective control strue-
ture for an entire complex chemical plant. This is the main subject of
this book.

The far right part of the spectrum is the design of the process itself.
We sometimes can change the flowsheet structure, use different design
parameters, and employ different types of process equipment to produce
a plant that can be controlled more easily than other alternatives. At
this level, a good process control engineer can potentially have an
enormous economic impact. Most companies in the chemical and petro-
leum industries have had the unfortunate and unwelcome experience
of building a plant that could not easily be started up because of opera-
tional difficulties arising from the plant design. Fixing these kinds of
problems after the plant is built can often require large amounts of
additional capital expense in addition to the lost sales opportunities.

In this book, we focus primarily on control structure selection. Inter-
actions between design and control are illustrated by examples, and
the effects of design parameters on control are discussed. However, we
do not present a synthesis procedure for process design that is capable
of generating the most controllable flowsheet for a given chemistry.
This is still very much an open area for further research.

1.7 Conclusion

In this first chapter we have defined the plantwide process control
problem. This was illustrated by using the DA process, which will
figure prominently in later parts of the book. We have provided a
historical perspective and context. Finally we explained where the ma-
terial in this book fits into the spectrum of process control activities.

1.8 References

Buckley, P. 8. Technigues of Process Control, New York: Wiley (1964).
Dougtas, J. M. Conceptual Design of Chemical Processes, New York: McGraw-Hill (1988),




14 Basics

Luyben, W. L., and Luyben M. L. Essentials of Process Control, New York: McGraw-
Hill (1897). .

Ricker, N. L. “Decentralized Control of the Tennessee Fastman Challenge Process,
J. Proe. Cont., 6, 205-221 {1996). ‘

Stephanopoulos, G, “Synthesis of Control Systems for Chemical Plants—A Challenge
for Creativity,” Comput. Chem. Eng., 7, 331-365 (1983).

CHAPTER

Plantwide
Control Fundamentals

2.1 Introduction

In this chapter we examine some of the fundamental features and
properties of the plantwide control problem. Our goal is to explain why
we must design a control system from the viewpoint of the entire plant
and not just combine the control schemes of each individual unit.

A typical chemical plant flowsheet has a mixture of multiple units
connected both in series and in parallel. As noted in the previous chap-
ter, the common topology consists of reaction sections and separation
sections. Streams of fresh reactants enter the plant by being fed into
the reaction section (or sometimes into the separation section) through
a heat exchanger network. Here the chemical transformations occur
to produce the desired species in one or more of a potentially wide
array of reactor types: continuous stirred tank, tubular, packed bed,
fluidized bed, sparged, slurry, trickle bed, etc.

The reactor effluent usually contains a mixture of reactants and
products. It is fed into a separation section where the products are
separated by some means from the reactants. Because of their economie
value, reactants are recycled back to upstream units toward the reactor.
The products are transported directly to customers, are fed into storage
tanks, or are sent to other units for further processing. The separation
section uses one or more of the fundamental unit operations: distilla-
tion, evaporation, filtration, crystallization; lignid-liquid extraction, ad-
sorption, absorption, pressure-swing adsorption, ete. In this book we
typically use distillation as the separation method because of its wide-
spread use and our considerable experience with it. Everyone is a victim
of his or her experience. Our backgrounds are in petroleum processing
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and chemical manufacturing, where distillation, despite frequently oc-
curring predictions to the contrary, remains the premier separation
method. However, the general principles also apply to processes with
other separation units.

In addition to recycle streams returned back to upstream units, ther-
mal integration is also frequently done. Energy integration can link
units together in locations anywhere in the flowsheet where the temper-
ature levels permit heat transfer to occur. The reaction and separation
sections are thus often intimately connected. If conditions are altered
in the reaction section, the resulting changes in flowrates, compositions,
and temperatures affect the separation section and vice versa.

Changes in temperatures and thermal conditions can propagate into
the separation section and significantly degrade dynamic performance.
Changes in flowrates create load disturbances that can be recycled
around a material loop. Changes in stream compositions fed into the
separation section are also troublesome disturbances because they alter
separation requirements {the work of separation is often a strong func-
tion of the feed mixture composition). Significant shifts in the composi-
tions and flowrates within the separation section are needed to achieve
the desired purities of product and recycle streamis. Achieving a compo-
sition change can sometimes take a long time because the component
inventories within the separation section must be varied and this inher-
ently governs the system’s dynamic behavior.

So we must pay particular attention to the effects of the reaction
section on the separation section. In this chapter we strip away all of
the confusing factors associated with complex physical properties and
phase equilibrium so that we can concentrate on the fundamental ef-
fects of flowsheet topology and reaction stoichiometry. Therefore, in
the processes studied here, we use such simplifying assumptions as
constant relative volatilities, equimeolal overflow, and constant den-
sities.

These “ideal” physical property assumptions may appear to represent
an overly simplistic view of the problem. Our experience, however,
is that we can often gain significant insight into the workings and
interactions of processes with recycle streams by not confusing the
picture with complexities such as azeotropes. Considering the complexi-
ties of a real chemical system is, of course, vital at some stage. But
we attempt in this chapter to focus on the “forest” and not on the
individual “trees.”

For example, suppose there is a stream in the process that is a binary
mixture of chemical components A and B. If these components obey
ideal vapor-liquid equilibrium behavior, we can use a single distillation
column to separate them. If they form an azeotrope, we may have to
use a two-column separation scheme. If the azeotropic composition
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changes significantly with pressure, we can use a two-column sequence
with each column operating at different pressures. If the azeotrope is
homogeneous and minimum boiling, the two fairly pure product
streams can be produced as bottoms products from the two columns.
So there are two columns in the nonideal case instead of one column
in the ideal case. But the reaction section and the recycle streams really
don't eare if we have one column or two. The reactor sees the same
types of disturbances coming from the separation section, perhaps with
different dynamics but with similar steady-state effects. Since many
of the important plantwide and recyele effects are really steady-state
phenomena, the idealized single-column separation section yields re-
sults that are similar to those of the complex two-column separation
section.

2.2 Integrated Processes

Three hasic features of integrated chemical processes lie at the root of
our need to consider the entire plant’s control system: (1) the effect of
material recycle, (2) the effect of energy integration, and (3) the need
to account for chemical component inventories. If we did not have to
worry ahout these issues, then we would not have to deal with a complex
plantwide control problem. However, there are fundamental reasons
why each of these exists in virtually all real processes.

2.2.1 Material recycle

Material is recycled for six basic and important reasons.

1. Increase conversion: For chemical processes involving reversible re-
actions, conversion of reactants to preducts is limited by thermody-
namic equilibrium constraints. Therefore the reactor effluent by
necessity contains both reactants and products. Separation and recy-
cle of reactants are essential if the process is to be economically
viable.

2. Improve economics: In most systems it is simply cheaper to build a
reactor with incomplete conversion and recycle reactants than it is
to reach the necessary conversion level in one reactor or several in
series. The simple little process discussed in Sec. 2.6 illustrates this
for a binary system with one reaction A — B. A reactor followed by
a stripping column with recycle is cheaper than one large reactor
or three reactors in series.

3. Improve yields: In reaction systems such as A - B — C, where B is
the desired product, the per-pass conversion of A must be kept low
to avoid producing too much of the undesirable product C. Therefore




the concentration of B is kept fairly low in the reactor and a large
recycle of A is required.

4. Provide thermal sink: In adiabatic reactors and in reactors where
cooling is difficult and exothermic heat effects are large, it is often
necessary to feed excess material to the reactor (an excess of one
reactant or a product) so that the reactor temperature increase will
not be too large. High temperature can potentially create several
unpleasant events: it can lead to thermal runaways, it can deactivate
catalysts, it can cause undesirable side reactions, it can cause me-
chanical failure of equipment, etc. So the heat of reaction is absorbed
by the sensible heat required to raise the temperature of the excess
material in the stream flowing through the reactor.

5. Prevent side reactions: A large excess of one of the reactants is often
used so that the concentration of the other reactant is kept low. If
this limiting reactant is not kept in low concentration, it could react
to produce undesirable products. Therefore the reactant that is in
excess must be separated from the product components in the reactor
effluent stream and recycled back to the reactor.

6. Control properties: In many polymerization reactors, conversion of
monomer is limited to achieve the desired polymer properties. These
include average molecular weight, molecular weight distribution,
degree of branching, particle size, etc. Another reason for limiting
conversion to polymer is to control the increase in viscosity that is
typical of polymer solutions. This facilitates reactor agitation and
heat removal and allows the material to be further processed.

2.2.2 Energy integration

The fundamental reason for the use of energy integration is to improve
the thermodynamic efficiency of the process. This translates into a
reduction in utility cost. For energy-intensive processes, the savings
can be quite significant. We can illustrate the use and benefits of energy-
integration by considering again the HDA process introduced in the
previous chapter (Fig. 1.1). Here energy is required to heat up the
reactants in the furnace and to provide boilup in the three distillation
columns. Heat must be removed in the separator condenser and in the
three column condensers. Heat is generated in the exothermic reactor
that normally would be removed through the plant utility system.
However, by using a feed/effluent heat exchanger we can recover some
of that energy. This reduces the amount of fuel required in the furnace
to heat up the reactants and the duty required to cool the reactor
efftuent stream.

In fact we could theoretically introduce considerably more energy
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Figure 2.1 HDA process flowsheet with complex heat integration.

integration into the HDA process (Fig. 2.1), This is alternative .6 from
the paper by Terrill and Douglas (1987). Heat from the reactor is used
in reboilers of all three distillation columns. In addition, condensation
of the overhead vapor from the recycle column provides heat input to
the base of the product column. This i¢ a good illustration of how units
anywhere in the process can be linked together thermally. Figure 2.1
also shows how complex heat-integrated processes can quickly become,
creating nontrivial control issues. This highlights why we cannot com-
bine the control systems of individual unit operations in such processes.

2.2.3 Chemical component inventories

We can characterize a plant’s chemical species into three types: re-
actants, products, and inerts. A material balance for each of these
components must be satisfied. This is typically not a problem for prod-
uets and inerts. However, the real problem usually arises when we
consider reactants (because of recycle) and account for their inventories
within the entire process. Every molecule of reactants fed into the plant
must either be consumed via reaction or leave as an impurity or purge.
Because of their value, we want to minimize the loss of reactants
exiting the process since this represents a yield penalty. So we prevent
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reactants from leaving. This means we must ensure that every mole
of reactant fed to the process is consumed by the reactions.

This is an important concept and is generic to many chemical pro-
cesses. From the viewpoint of individual units, chemical component
balancing is not a problem because exit streams from the unit automati-
cally adjust their flows and compositions. However, when we connect
units together with recycle streams, the entire system behaves almost
like & pure integrator in terms of the reactants, If additional reactant
is fed into the system without changing reactor conditions to consume
the reactant, this component will build up gradually within the plant
because it has no place to leave the system.

Plants are not necessarily self-regulating in terms of reactants. We
might expect that the reaction rate will increase as reactant composi-
tion increases. However, in systems with several reactants (e.g., A +
B - products), increasing one reactant composition will decrease the
other reactant composition with an uncertain net effect on reaction rate.
Section 2.7 contains a more complete discussion of this phenomenon.
Eventually the process will shut down when manipulated variable
constraints are encountered in the separation section. Returning again
to the HDA process, the recycle column can easily handle changes in
the amount of (reactant) toluene inventory within the column. However,
unless we can somehow account for the teluene inventory within the
entire process, we could feed more fresh toluene into the process than is
consumed in the reactor and eventually fll up the system with toluene.

The three features outlined in this section have profound implications
for a plant’s control strategy. Simple examples in this chapter will
illustrate the effects of material recycle and component balancing.
Chapter 5 contains more details of the effects created by energy integra-
tion on the entire plant.

2.3 Units in Series

If process units are arranged in a purely series configuration, where
the products of each unit feed downstream units and there is no recycle
of material or energy, the plantwide control problem is greatly simpli-
fied. We do not have to worry about the issues discussed in the previous
section and we can simply configure the control scheme on each individ-
ual unit operation to handle load disturbances.

If production rate is set at the front end of the process, each unit
will only see load disturbances coming from its upstream neighbor. If
the plant is set up for “on-demand” production, changes in throughput
will propagate back through the process. So any individual unit will see
Joad disturbances coming from both its downstream neighbor (flowrate
changes to achieve different throughputs) and its upstream neighbor
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Figure 2.2 Units in series. (a) Level control in direction of flow; (&) level control in
direction opposite flow.

{composition changes as the upstream units adjust to the load changes
they see).

Figure 2.2 compares these two possible configurations for a simple
plant. A fresh feed stream containing a mixture of chemical components
A, B, and C is fed into a two-column distillation train. The relative
volatilities are oy > o > op, and we select the “direct” {or “light-out-
first”} separation sequence: A is taken out the top of the first column
and B out the top of the second column.
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Figure 2.2a shows the situation where the fresh feed stream is flow-
controlled into the process. The inventory loops (liquid levels) in each
unit are controlled by manipulating flows leaving that unit. All distur-
bances propagate from unit to unit down the series configuration. The
only disturbances that each unit sees are changes in its feed conditions.

Figure 2.2b shows the on-demand situation where the flowrate of
product C leaving the bottom of the second column is set by the require-
ments of a downstream unit. Now some of the inventory loops (the
base of both columns) are controlled by manipulating the feed into
each column.

When the units are arranged in series with no recycles, the plant-
wide control problem can be effectively broken up into the control of
each individual unit cperation. There is no recycle effect, no coupling,
and no feedback of material from downstream to upstream units. The
plant’s dynamic behavior is governed by the individual unit operations
and the only path for disturbance propagation is linear along the
process.

2.4 Effects of Recycle

Most real processes contain recycle streams. In this case the plantwide
control problem becomes much more complex and its sclution is not
intuitively obvious. The presence of recycle streams profoundly alters
the plant’s dynamic and steady-state behavior. To gain an understand-
ing of these effects, we look at some very simple recycle systems. The
insight we obtain from these idealized, simplistic systems can be ex-
tended to the complex flowsheets of typical chemical processes. First
we must lay the groundwork and have some feel for the complexities
and phenomena that recycle streams produce in a plant.

In this section we explore two basic effects of recycle: (1) Recycele has
an impact on the dynamics of the process. The overall time constant can
be much different than the sum of the time constants of the individual
units. (2) Recycle leads to the “snowball” effect. This has two manifesta-
tions, one steady state and one dynamic. A small change in throughput
or feed composition can lead to a large change in steady-state recycle
stream flowrates. These disturbances can lead to even larger dynamic
changes in flows, which propagate around the recycle loop. Both effects
have implications for the inventory control of components.

2.4.1 Time constants in recycle systems

Figure 2.3 gives a block-diagram representation of a simple process
with recycle. The input to the system is u. We can think of this input
as a flowrate. It enters a unit in the forward path that has a transfer
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Figure 2.3 Simple block diagram of process with recycle.

function Ggy that relates dynamically the input to the output of the
unit. This transfer function consists of a steady-state gain Kr and a
first-order lag with a time constant 7y

Ky

/s + 1 2.1)

Fep =

The output of Gg, is v, which also recycles back through a second
transfer function Ggy, in the recycle path. This recycle transfer function
also consists of a steady-state gain and a time constant.

K

Gay = —E
Bis) T8 + 1

(2.2)

The output of the recycle block is added to the original input to the
process u, and the sum of these two signals enters the forward block
Gry It is important to note that the reeycle loop in this process features
positive feedback, not negative feedback that we are used to dealing
with in feedback control. Most recycles produce this positive feedback
behavior, which means that an increase in the recycle flowrate causes
an increase in the flowrates through the process.

Some simple algebra gives the overall relationship for this system
between input and output.

Kr
Yo _ TS T 1
S
TFS + 1 TrS + 1
(2.3)
Kirgs + 1)

~ Tes’ + (1p + pds + (1~ KpKG)
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Figure 2.4 Effect of recycle loop gain on overall dy-
namic response.

The denominator of the transfer function is the characteristic equation
of any system, so the characteristic equation of this recycle system is

TFTR82 R (TF + ’TR)S + (1 - KFKR) =0 (24)

TFTR 2 {1 + 18)
A~ KKp® ~O-Kkn)®

+1=0 (2.5)

This is the standard form of a second-order system, whose time
constant is \/Trra 1 — KrKg). As the loop gain in the system KK (the
product of the gains in all units in the forward and recycle path) ap-
proaches unity, the time constant of the overall process becomes large.
Hence the time constant of an entire process with recycle can be much
larger than any of the time constants of its individual units. Figure
9.4 illustrates this for several values of KxKy. The value of Ky is constant
at unity for these plots, as are the values of 7 and 7. We can see that
the effective time constant of the overall process is 25 minutes when
K = 0.9, while the time constants of the individual units are equal to
1 minute. The steady-state gain of the process is Kn/(1 — KpKy), so the
steady-state effect of the recycle stream also becomes larger as the loop
gain approaches unity.

What are the implications of this phenomenon for the plantwide
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control problem? It means that any change in a recycle process can
take a long time to line out back to steady state. We are then tempted
not to automate the control loops that handle inventories in recycle
loops but rather let the operators manage them. Because the recycle
offects are so slow, it is hard to recognize that there is a growing problem
in the system inventory. It also takes an equally long time to rectify
the situation. Intermediate vessel inventories may overfill or go empty.
An imbalance may develop in the inventories of intermediate compo-
nents. Whenever we do not account for this in the control strategy, the
plant’s separation section may be subjected to ramplike load distur-
bances. If the final product column sees this type of disturbance, the
product quality controller has diffieulty maintaining setpoint. To handle
ramp disturbances, special low-frequency-compensated controllers can
be used. But these types of controllers are not typically implemented
either in conventional control or MPC systems (Belanger and Luyben,
1997). Morud and Skogestad (1996) present a more detailed analysis
of the effect of material recycle and heat integration on the dynamic
behavior of integrated plants.

2.4.2 Snowball effects

Another interesting observation that has been made about recycle sys-
tems is their tendency to exhibit large variations in the magnitude of
the recycle flows. Plant operators report extended periods of operation
when very small recycle flows occur. It is often difficult to turn the
equipment down to such low flowrates. Then, during other periods
when feed conditions are not very different, recycle flowrates increase
drastically, usually over a considerable period of time. Often the equip-
ment cannot handle such a large load.

We call this high sensitivity of the recycle flowrates to small distur-
bances the snowball effect. We illustrate its occurrence in the simple
example below. It is important to note that this is not 2 dynamic effect;
it is a steady-state phenomenon. But it does have dynamic implications
for disturbance propagation and for inventory control. It has nothing
to do with closed-loop stability. However, this does not imply that it is
independent of the plant’s control structure. On the contrary, the extent
of the snowball effect is very strongly dependent upen the control struc-
ture used.

The large swings in recycle flowrates are undesirable in a plant
because they can overload the capacity of the separation section or
move the separation section into a flow region below its minimum
turndown. Therefore it is important to select a plantwide control struc-
ture that avoids this effect. As the example below illustrates and as
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Figure 2.5 Flowsheet of binary recycle process.

more complex processes discussed in later chapters also show, a very
effective way to prevent the snowball effect is to apply the following
plantwide control heuristic:

A stream somewhere in each lquid recyele loop should be flow controlled.

Let us consider one of the simplest recycle processes imagmable: a
continuous stirred tank reactor (CSTR) and a distillation column. As
shown in Figure 2.5, a fresh reactant stream is fed into the reactor.
Inside the reactor, a first-order isothermal irreversible reaction of com-
ponent A to produce component B occurs A — B. The specific reaction
rate is & (h™!) and the reactor holdup is V; (moles). The fresh feed
flowrate is F; (moles/h) and its composition is z; (mole fraction compo-
nent A). The system is binary with only two components: reactant 4
and product B. The composition in the reactor is z (mole fraction A).
Reactor effluent, with flowrate F (moles’h) is fed into a distillation
column that separates unreacted A from product B.

The relative volatilities are such that A is more volatile than B, so
the bottoms from the column is the product stream. Its flowrate is B
{moles/h) and its composition is xz (mole fraction A}, The amount of A
Impurity in this product stream is an important control objective and
must be maintained at some specified level to satisfy the product quality
requirements of the customer. _

The overhead distillate stream from the column contains almost all
of component A that leaves the reactor because of the purity specifica-

Plantwide Control Fundamentals 27

----------------- i el TN
0 & N
Z; :
Va All flows 1n recvcle loop set by level control
D e -~

R Xp

Qgq :

Figure 2.6 Conventional control structure with fixed reactor heldup.

tion on the bottoms stream. It is recycled hack to the reactor at a
flowrate D and with a composition x, {mole fraction A}. The column
has Ny trays and the feed tray is Nr (counting from the bottom). The
reflux flowrate is R and the vapor beilup is V (moles/h).

We now explore two alternative control structures for this process.

Conventional control structure.  As shown in Fig. 2.8, the following con-
trol loops are chosen:

1. Fresh feed flow is controlled.
2. Reactor level is controlled by manipulating reactor effluent flow.

3. Bottoms product purity is controlled by manipulating heat input to
the reboiler.

4. Distillate purity is controlied by manipulating reflux flow. Note that
we have chosen to use dual composition control {controlling both
distillate and bottoms purities) in the distillation column, but there
is no ¢ priori reason for holding the composition of the recycle stream
constant since it does not leave the process. It may be useful to
control the composition of this recycle stream for reactor yield pur-
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poses or for improved dynamic response. We are often free to find
the “best” recycle purity levels in both the design and operation of
the plant.

5. Refiux drum level is held by distillate flow (recycle).
6. Base level is held by bottoms flow.

7. Column pressure is controlled by manipulating coolant flowrate to
the condenser.

This control scheme is probably what most engineers would devise
if given the problem of designing a control structure for this simple
plant, Our tendency is to start with setting the flow of the fresh reactant
feed stream as the means to regulate plant production rate. We would
then work downstream from there as if looking at a steady-state flow-
sheet and simply connect the recycle stream back to the reactor based
upen a standard control strategy for the column.

However, we see in this strategy that there is no flow controller
anywhere in the recyele loop. The flows around the loop are set based
upon level control in the reactor and reflux drum. Given what we said
above, we expect to find that this control structure exhibits the snowball
effect. By writing the various overall steady-state mass and component
balances around the whole process and around the reactor and column,
we can calculate the flow of the recycle stream, at steady state, for any
given fresh reactant feed flow and composition. The parameter values
used in this specific numerical case are in Table 2.1.

With the control structure in Fig. 2.6 and the base-case fresh feed
flow and composition, the recyele flowrate is normally 260.5 moles/h.
However, the recycle flow must decrease to 205 moles/h when the fresh.
feed composition is 0.80 mole fraction A. It must increase to 330
moles/h when the fresh feed compositon changes to pure A. Thus a 25
percent change in the disturbance (fresh feed composition) results in
a 60 percent change in recycle flow. With this same control structure
and the base-case fresh reactant feed composition, the recycle flow
drops to 187 moles/h if the fresh feed flow changes to 215 moles/h. It

TABLE 2.1 Process Data

Base-case fresh feed composition 0.9 mole fraction A
Base-case fresh feed flowrate 238.5 moles/h
Reactor holdup 1250 moles

Reactor effluent flowrate 500 moles’h
Recyele flowrate 260.5 moles/h
Specific reaction rate 0.34086 h?

Bottoms composition 0.0105 mole fraction A
Recycle compositicn 0.95 mole fraction A
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Figure 2.7 Control structure with variable reactor holdup.

must increase to 362 moles'h when the fresh feed flowrate is changed
to 265 moles/h. Thus a 23 percent change in fresh feed flowrate results
in a 94 percent change in recycle flowrate. These snowball effects are
typical for many recycle systems when control structures such as that
shown in Figure 2.6 are used and there is no flow controller somewhere
in the recycle loop.

Variable reactor holdup structure. An alternative control structure is
shown in Figure 2.7. This strategy differs from the previous one in two
simple but important ways,

1. Reactor effluent flow is controlled.

2. Reactor holdup is controlled by manipulating the fresh reactant
feed flowrate.

All other control loops are the same. We see here that we cannot change
production rate directly by manipulating the fresh feed flow, because
it is used to control reactor level. However, we must have some means
to set plant throughput, which can be achieved indirectly in this scheme
by changing the setpoint of the reactor level controller. Using the same

Xp
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numerical case considered previously, the recycle flowrate does not
change at all when the fresh feed composition changes. To alter produc-
tion rate from 215 moles’h to 265 moles/h {a 23 percent change), the
reactor holdup must be changed from 1030 moles/h to 1520 moles/h
(a 48 percent change). Recycle flow also changes, but only from 285 to
235 moles/h. This is an 18 percent change in recycle flow compared
with 94 percent in the alternative strategy.

What are the implications of thiz phenomenon for the plantwide
control problem, when a small disturbance produces a proportionally
larger change in recycle flow within the process? Although it is caused
by steady-state issues, the snowball effect typically manifests itself in
wide dynamic swings in stream flowrates that propagate around the
recycle loop. This shows the strong connection between the reaction
and separation sections. Whenever all flows in a recycle loop are set
by level controllers, wide dynamic excursions occur in these flows be-
cause the total system inventory is not regulated. The control system
is attempting to control the inventory in each individual vessel by
changing the flowrate to its downstream neighbor, In a recyele loop,
all level controllers see load disturbances coming from the upstream
unit. This causes the flowrate disturbances to propagate around the
recycle loop. Thus any disturbance that tends to increase the total
inventory in the process (such as an increase in the fresh feed flowrate)
will produce large increases in all flowrates around the recycle loop.

2.5 Reaction/Separation Section Interaction

For the process considered in the previous section where the reaction
is A — B, the overall reaction rate depends upon reactor holdup, temper-
ature (rate constant), and reactant composition (mole fraction A) R =
Viekz, The two control structures considered above produce fundamen-
tally different behavior in handling disturbances. In the first, the sepa-
ration section must absorb almost all of the changes. For example, to
increase production rate of component B by 20 percent, the overall
reaction rate must increase by 20 percent. Since both reactor tempera-
ture (and therefore ) and reactor holdup V; are held constant, reactor
composition z must increase 20 percent. This translates into a very
significant change in the composition of the feed stream to the separa-
tion section. This means the load on the separation section changes
significantly, preducing large variations in recycle flowrates.

In the second structure, both reactor holdup V; and reactor composi-
tion z can change, so the separation section.sees a smaller load distur-
bance. This reduces the magnitude of the resulting change in recycle
flow because the effects of the disturbance can be distributed between
the reaction and separation sections.

If the tuning of the reactor level controller in the conventional struc-
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ture (Fig. 2.6) is modified from normal PI to P only, then changes in
production rate also produce changes in reactor holdup. This tends to
compensate somewhat for the required changes in overall reaction rate
and lessens the impact on the separation section. So both control system
structure and the algorithm used in the inventory controller of the
reactor affect the amount of this snowball phenomenon.

This example has a liquid-phase reactor, where volume can poten-
tially be varied. If the reactor were vapor phase, reactor volume would
be fixed. However, we now have an additional degree of freedom and
can vary reactor pressure to affect reaction rate.

We can draw a very useful general conclusion from this simple binary
systerm that is applicable to more complex processes: changes in produc-
tion rate can be achieved only by changing conditions in the reactor.
This means something that affects reaction rate in the reactor must
vary: heldup in Hquid-phase reactors, pressure in gas-phase reactors,
temperature, concentrations of reactants (and products in reversible
reactions), and catalyst activity or initiator addition rate. Some of these
variables affect the conditions in the reactor more than others. Vari-
ables with a large effect are called dominant. By controlling the domi-
nant variables in a process, we achieve what is called partial conirol.
The term partial control arises because we typically have fewer avail-
able manipulators than variables we would like to control. The setpoints
of the partial control loops are then manipulated to hold the important
economic cbhjectives in the desired ranges.

The plantwide control implication of this idea is that production rate
changes should preferentially be achieved by modifying the setpoint of
a partial control leop in the reaction section. This means that the
separation section will not be significantly disturbed. Using the control
structure in Fig. 2.6, changes in production rate require large changes
in reactor composition, which disturb the colurman. Using the control
structure shown in Fig. 2.7, changes in production rate are achieved
by altering the setpoint of a controlled dominant variable, reactor
holdup, with only small changes in reactor composition. This means
that the column is not disturbed as much as with the alternative con-
trol scheme.

Hence a goal of the plantwide control strategy is to handle variability
in production rate and in fresh reactant feed compositions while min-
imizing changes in the feed stream to the separation section. This may
not be physically possible or economically feasible. But if it is, the
separation section will perform better to accommodate these changes
and to maintain product quality, which is one of the vital objectives
for plant operation. Reactor temperature, pressure, catalyst/initiator
activity, and holdup are preferred dominant variables to control com-
pared to direct or indirect manipulation of the recyele flows, which of
course affect the separation section.



32 Dasics

In Chaps. 4 and 8 we discuss specific control issues for chemical
reactors and distillation columns. We shall then have much more to
say about the important concepts of dominant variables and partial
control. Much of the material in those chapters centers on the contral
of the units individually. However, we also try to show how plantwide
control considerations may sometimes alter the control strategy for the
unit from what we would normally have in an isolated system.

Some of cur previous discussion provides selected clues about why
the “best” control structure for an isolated reactor or column may not
be the best control strategy when plantwide dynamies are considered.

Let’s look again at the simple reactor/column process in Fig. 2.5. In
Sec. 2.4.2 we proposed two control structures where both the bottoms
composition xg (the plant product) and the distillate composition x; (the
recycle stream) are controlied, i.e., dual composition control. Bottoms
composition must be controlled because it is the product stream leaving
the plant and sold to our customers. However, there is a priori no
reason to control the composition of the recycle stream since this is an
internal flow within the plant.

From the perspective of an isolated column, we can achieve better
performance in bottoms product composition control by using simple
single-end control. Dual composition control means two interacting
control loops that normally must be detuned to achieve closed-loop
stability. Single-end composition control means one SISO (single-input—
single-output) loop that can be tuned up as tightly as the performance/
robustness trade-off permits. If we lock at just the operation of this
distillation column with the control objective to do the best job we can
to achieve on-aim product quality, then we would select a single-end
control structure for the column.

However, our column is connected via material flow with a reactor,
In Chap. 4 we show that reactor control often boils down to two issues:
(1) managing energy (temperature control) and (2} keeping as constant
as possible the composition and flowrate of the total reactor feed stream
{fresh feed plus recycle streams). The latter goal implies that it may
in fact be desirable to control the composition of the recycle stream.
This minimizes the variablity in recycle impurity composition back into
the reactor. This recycle composition is dictated by the economic trade-
offs between yield, conversion, energy consumption in the separation
section, and reactor size.

Our plantwide control perspective may push us to use a dual composi-
tion control system on the column. We would have to loosen up the
bottoms composition loop tuning. But smoother reactor operation may
reduce disturbances to the column and result in better product qual-
ity control.
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These are the issues discussed in Part 2: the control of unit operations
individually and as part of a plantwide flowsheat,

2.6 Binary System Example

Our simple process considered previously was arbitrarily specified to
contain a flowsheet with a reactor, column, and recycle stream. If we
step farther back and consider the design of this process, we have many
alternative ways to accomplish our objective, which is to take a fresh
feed stream containing mostly reactant A and convert it into a stream
of mostly product B. In addition to the reactor/column/recycle configura-
tion, we could accomplish the same task by using one large CSTR or
by using several CSTRs in series. In this section we analvze these
alternatives quantitatively by comparing their steady-state economics
(that is, which flowsheet gives the minimum total annual cost consider-
ing capital plus energy cost). Then we discuss the dynamic controliabil-
ity of these alternative flowsheets.

2.6.1 Steady-state design

We neglect the energy cost of cooling the reactor because this will be
essentially the same for all alternative flowsheets. Therefore designs
with only reactors have to consider just the capital cost of the reactor.
Designs with a reactor and column have hoth energy costs (heat input
to the reboiler) and capital costs (reactor, column, reboiler, condenser,
and trays). We use here the installed capital costs correlations given
by Douglas {1888). The cost of the reactor is assumed to be 5 times the
cost of a plain tank. We use a payback period of 3 years to calculate
the annual cost of capital.

total capital cost
3

Annual capital cost = {(2.6)

Table 2.2 gives equipment sizes and cost data for several alternative
designs. Molecular weights are assumed for simplicity to be 50 1b/mole
and density is 50 1b/ft®. An aspect ratio {diameter/length) of 0.5 is used.

TABLE 2.2 Economic Data for CSTRs

Number of CS3TRs 1 2 3 4 5
Holdup per vessel, ft? 59,523 5,802 2,395 1,435 1,009
Diameter, ft 33.6 15.5 115 9.7 8.63
Capital cost 10° 8 11.8 5,568 4.83 4.68 4.68
Annual capital cost, 10° $fyr 3.95 1.86 1.60 1.56
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TABLE 2.3 Economic Data for CSTR and Stripper

Reactor size, ft° 800 1000 2500 5000
Reactor diameter, ft 7.98 8.6 11.7 14,7
Trays in stripper 14 14 17 16
Recycle composition, mole fraction 4 4.873 0.761 0.38% 0.215
Column diameter, ft 8.24 6.04 3.71 3.21
Reboiler energy, 10° Biw'h 25.1 13.5 .09 3.80
Area condenser, ft* 8360 4496 1697 1267
Area reboiler, ft? 5020 2698 © 1018 760
Capital cost, $1006:
Reactor 810 1080 1645 2535
Column 304 218 152 124
Reboiler 396 264 140 116
Condenser 552 369 198 162
Trays 13 8 5 4
Total capital cost {10° §) 2.075 1.949 2,138 2.941
Annual costs, 107 8/
Energy 1.089 0.591 0.223 0.167
Capital G.692 0.650 0.713 0.980
Total annual cost, 10° §/yr 1.79 1.24 0.936 1.15

Additional details of the economic and sizing calculations can be found
in Luyben (1993). Notice that the flowsheet with the smallest annual
cost has four CSTRs. Now let’s compare this system with a process
that has cne CSTR and a column whose overhead product is recycled
back to the reactor. Economic studies of this system have shown that
a simple stripping column is cheaper than a full column. Table 2.3
gives size and cost data over a range of reactor sizes.

This simplistic economic evaluation shows that the reactor/stripper
process is more economical than the reactors-in-series process. A 2500
ft® reactor followed by a stripping eolumn can achieve the same result
that would require four 1435 ft’ reactors in series with no recycle.

In the simple binary process considered above, the 2500 ft* reactor
with a 17-tray stripper gives the process with the smallest total annual
cost: 3936,000/yr versus $1,550,000/vr for the best of the CSTR-
in-series flowsheets. Thus this process with recycle is more economical,
from the viewpoint of steady state, than the alternative process con-
sisting of reactors in series. This is the point we made in Sec. 2.2 about
the economic advantage for recycle.

2.6.2 Dynamic controllability

Dynamic simulations of two alternative processes provide a quantita-
tive comparison of their dynamic controllabilities. To strike a balance
between simplicity and the economic optimum, we selected the three-
CSTR process to compare with the reactor/stripper process. The scheme
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Figure 2.8 Three-CSTR control structure.

used for the three-CSTR process controls the composition of the final
product leaving the third reactor (z;} by changing the setpoint sigmal
to three level contrellers for the three vessels (Fig. 2.8). The composition
controller has PI action with K, = 1 and 7 = 10.2 min. A compesition
transmitter deadtime of 3 minutes is used. Fresh feed is flow-controlled.
Level controllers are proportional-only with gains of 10.

The scheme for the reactor/stripper process uses a Pl controller to
hold product composition (x5) by manipulating vapor boilup in the strip-
per. The same analyzer deadtime is used. Proportional level controllers
are used for the stripper base (manipulating bottoms flow), the over-
head receiver {manipulating recycle flow), and the reactor (manipulat-
ing reactor effluent flow) with gains of 2.

Figures 2.9 and 2.10 show the dynamic responses of the two alterna-
tive processes for step changes in the fresh feed composition z; and
fresh feed flowrate F,. Note the differences in the time scales. The
three-CSTR process takes much longer to settle out after the distur-
bance occurs. However, the maximum deviation of product purity is
about half that experienced with the reactor/stripper process. The large
holdups in the three reactors filter the disturbances but also slow the
process response.

Because the reactor/stripper process is much more attractive econom-
ically, it may be the flowsheet of choice despite its larger short-term
variability in product quality. This illustrates how plants with recycle
are generally more difficult to contrel than units in series.

2.7 Ternary System Example

We now move on to study another simple process, but again we gain
a considerable amount of insight into some important generic concepts
for both process design and control (Tyreus and Luyben, 1993). Here
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we consider a reactor where two reactants A and B form product C:
A + B — C. Since there are three components, we call this gystem
a ternary example.

Two kinetic cases will be considered. In the first we assume the
reaction rate is so large that the limiting reactant B is completely
consumed in the reactor, i.e., there is 100 percent per pass conversion
of B. The reactor effluent contains only excess reactant A and product
C, so the separation section deals with these two components and
recycles A back to the reaction section. In industrial processes, this type
of system is typically encountered with extremely hazardous reactants,
which we want to be completely consumed in the reactor.

In the second case, which is more general for industrial processes,
the reaction rate is not large, so complete one-pass conversion of one
reactant would reguire an excessively large reactor. Economics dictate
that reactant concentrations raust be significant and recycling of re-
actants is required. Now the separation section must recover both
reactants for recycle.

2.71 Complete one-pass
reactant conversion

Figure 2.11 shows the ternary process where no B is in the reactor
effluent. The size of the reactor and concentrations in the reactor are
arbitrary because the consumption of B is independent of these vari-
ables. We assume that the separation section consists of a single distilia-
tion column. If A is more volatile than C, the overhead product from
the column is recycled back to the reactor. If the volatilities are reversed,
the bottoms from the column is the recycle stream. Figure 2.11 illus-
trates the first case.

Two control structures are shown in Fig. 2.11a and &. In both, the
composition of component A in the product stream x4 is controlled by
manipulating vapor boilup in the column. This prevents component 4
from leaving the system. Except for this small amount of A impurity
in the product, all A that enters the system must be consumed in the
reactor. This illustrates the point we made in Sec. 2.2 about the need
to change conditiong in the reactor so that the additional reactant is
consumed and will not accumulate.

In the first control structure (Fig. 2.11e), both fresh reactant feeds
are flow-controlled into the system, with one of the reactants ratioed
to the other. This type of control structure is seen quite frequently
because we want to set preduction rate with a reactant feed flow and
we know that a stoichiometric ratio of reactants is needed. Unfortu-
nately this strategy does not work! It is not possible to feed exactly
the stoichiometric amounts of the two reactants. Inaceuracies in flow
measurement prevent this from occurring in practice with real instru-
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mentation. But even if the flow measurements were perfect, the slight-
est change in fresh feed compositions would cause the same component
imbalanece problem. Unless the amounts of the two reactants are per-
fectly balanced, a gradual buildup will occur of whichever component
is in excess. This phenomenon may take hours, days, or weeks. The
time depends upoen the amount of mismatch between A and B feeding
the system.

In the second confrol structure (Fig. 2.11b), which does work, the
fresh feed makeup of the limiting reactant (Fyz) is flow-controlled. The
other fresh feed makeup stream (Fy.) is brought into the system to
control the liguid level in the reflux drum of the distillation column.
The inventory in this drum reflects the amount of A inside the system.
If more A is being consumed by reaction than is being fed into the
process, the level in the reflux drum will go down. Thus this control
structure employs knowledge about the amount of component A in the
system to regulate this fresh reactant feed makeup to balance exactly
the amount of B fed into the process.

Notice that the total rate of recycle plus fresh feed of A iz flow-
controlled. There is a flow controller in the recycle loop, which prevents
the snowball effect. Sometimes the fresh feed of A is added directly
into the reflux drum, making the effect of its flow on reflux drum level
more obvious. The piping system where it is not added directly to the
drum still gives an immediate effect of makeup flow on drum level
because the flowrate of the total stream (recycle plus fresh feed) is held
constant. If the fresh feed flow increases, flow from the drum decreases,
and this immediately begins to raise the drum level.

2.7.2 Incomplete conversion of
both reactants

Now let us consider what is the more common situation where both
reactants are present in the reactor effluent. The reaction rate in the
reactor R depends upon the holdup in the reactor Vz, the temperature
{through the specific reaction rate k), and the concentrations of both
reactants (z, and za):

R = kVRZAZB {27)

An infinite number of operating conditions in the reactor give exactly
the same reaction rate but have different reactor compositions. The
only requirement is that the product of the two concentrations (z, times
zp) be constant. For a given reactor size and temperature, we can have
any number of different reactor compositions, and these reactor compo-
sitions have a strong impact on the separation system. If z, is large
and z5 is emall, there must be a large recycle of A and a small recycle
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Figure 2.12 Ternary process flowsheet with incomplete conversion of both reactants and
one recycle stream.

of B. If the compositions are reversed, the recvcle flows are reversed
in magnitude. We examine these alternatives later to see how they
affect both steady-state economic design and dynamic controllability.

The separation section required to achieve reactant recycle depends
upon the relative volatilities of the three components. We consider two
cases: (1) the volatility of the product C is heavier or lighter than both
of the reactants and (2) the volatility of the product C is intermediate
between the reactants. In the first case, we need only one distillation
column. In the second, we require two columns if we are limited to a
simple two-product configuration.

Single-column case. Let us assume that the relative volatilities are
a4 > op > ag, 30 the flowsheet shown in Figure 2.12 is appropriate.
Product C is removed from the bottom of the column and contains a
small amount of B impurity. It typically has no A because this is the
most volatile component. Thus all the A and essentially ail the B fed
into the process must be consumed in the reactor. The recycle stream
is a mixture of mostly B with a modest amount of A and some C.
Economics dictate whether this reeycle stream should be fairly pure
{reducing reactor size but increasing separation costs) or impure.
The control structure shown in Figure 2.12 controls reactor effluent
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flow to prevent the snowball effect, controls reactor composition by
manipulating fresh feed ¥y, and controls reactor level with the fresh
feed Fz. Both controlled variables are dominant so we have effective
partial control of the reactor. This control strategy works. It satisfies
the stoichiometry by adjusting the fresh reactant feed flows.

We might be tempted to control reflux drum level with one of the
fresh reactant feeds, as done above. The problem with this is that the
material in the drum can contain a lttie of component € mixed with
either A or B. Simply locking at the level doesn’t tell us anything about
component inventories within the process and which might be in excess.
The system can fill up with either. Some measure of the composition
of at least one of the reactants is required to make this system work.
Compositions in the reactor or the recycle stream indicate an imbalance
in the amounts of reactants being fed and being consumed. If direct
composition measurement is not possible, inferential methods using
muitiple trays temperatures in the column are sometimes feasible
{Yu and Luyben, 1984).

Two-column case. [fthe relative volatility of the product Cisintermedi-
ate between the two reactants, a two-column distillation system is
typically used. Either the light-out-first (LOYF), direct separation se-
guence, or the heavy-out-first (HOF), indirect separation sequence, can
be used. The former is more common because the lightest component
only has to be taken overhead once {in the first column} and not twice
{as would be the case in the HOF configuration). However there are
processes in which the HOF is preferred because it sometimes has the
advantage of reducing the exposure of temperature-sensitive compo-
nents to high base temperatures.

Assuming we use cooling water in both column condensers, the pres-
sure in the first column of the LOF system (with mostly A) will be
higher than the pressure in the second column (with mostly B). The
base of the first column contains a mixture of B and C, and the base
temperature can scmetimes be teoo high for thermally sensitive compo-
nents. Using the HOF system gives alower pressure in the first column,
and even though the base is now mostly B, the base temperature is
sometimes lower than in the LOF system. In addition, component B is
being held at high temperature in the hase of both columns in the LOF
system, and this may be undesirable if B is thermally sensitive.

Whatever separation sequence is chosen, the control structures that
work well are quite similar. We will choose the HOF system to illustrate
this type of process. Figure 2.13 gives a sketch of a ternary process
with two recycle streams. The heaviest component B is recycled back
to the reactor from the base of the first column. The lightest component
A is reeycled back to the reactor from the top of the second column.
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Figure 2.13¢ and b shows two control structures that work (C84 and
C81). Both of these provide a mechanism for adjusting the fresh feed
reactant flowrates so that the overall stoichiometry can be satisfied.
In C84 this is accomplished by measuring reactor composition. In CS1
it is accomplished by deducing the amounts of the reactants in the
process from two levels in the two recycle loops.

In both strategies the control of the separation section is similar:

1. In both columns, reflux flows are fixed (or ratioed to feedrates) and
pressures are controlled by condenser ceoling.

2, The impurity of A (xz.4) in the product stream B, from the second
column is controlled by vapor boilup in the second column.

3. The impurity of B (xg ) in the product stream B; from the second
column is controlled by vapor boilup in the first column through a
composition-composition cascade control system. Any B that goes
overhead in the first column comes out the bottom of the second
column. So the first column must be operated to prevent B from
going overhead. The impurity of B in the first column distillate (x5, 5}
is controlled by a composition controller that manipulates the vapor
boilup in the first column. The setpoint of this composition controlier
is changed by a second composition controller looking at the impurity
of B in the product stream (xzs3).

Control structure CS4 (Fig. 2.13a) controls reactor effluent flow,
brings fresh A in to hold reactor composition z,, and brings fresh B in
te control reactor level. In both columns, the base levels are controlled
by manipulating bottoms flowrates and the reflux drum levels are
controlled by manipulating distillate flowrates.

Control structure CS1 (Fig. 2.1356} controls the flowrates of the two
total light and heavy recyele streams; i.e., the sum of the fresh feed
and recycle of A (Fy, + D) is flow-controlled and the sum of the fresh
feed and recyele of B (Fyz + By) is flow-contrelled. The fresh reactant
A feed controls the level in the reflux drum of the second column, which
reflects this component’s inventory within the process. Similarly, the
fresh reactant B feed controls the level in the base of the first colurn.

Both of these control structures have the slight disadvantage of lack-
ing a single direct handle to set production rate, i.e., a one-to-one
relationship with product flow. Desired throughput must be achieved
by changing the setpoint of the reactor concentration controller, the
reactor level controiler, the reactor effiuent flow controller, andfor the
recycle flow controllers {one or both). Structure C34 has another disad-
vantage since it requires a composition measurement, which can be
very expensive and unreliable in many systems.

We could easily propose many other control structures for this pro-
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Figure 2.14 Ternary process flowsheet with incomplete conversion and two rescycle
streams (heavy-out-first sequence): control structure CS2 with fixed flow of one re-
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cess, but most do not work in these types of systems. Schemes where
one of the reactant fresh feeds is simply flow-controlled into the process
do not work unless the per-pass conversion of this limiting component
is quite high; i.e., the concentration of this component in the reactor
effluent is very small. An analysis of this problem is given in Luyben
et al. (1996).

For example, consider the control svstem shown in Figure 2.14. Here
there is a direct handle on production: the flow of fresh A into the
system. However, this scheme does not work. Figure 2.15¢ illustrates
that the system is able to handle a very small (2 percent) change in
fresh feed flow. But if the change in fresh feed flow is increased to
5 percent, the system fills up with A and shuts down after 150 hours
(see Fig. 2.15b). If the increasge is +10 percent (Fig. 2.15¢), the system
shuts down in 70 hours. Thus this control structure can handle only
very small disturbances. The imbalance in chemical components and
the long time period ever which the problem oceurs highlight the impor-
tance of these phenomena in the plantwide control problem.

2.7.3 Stability analysis

To gain some understanding of what is happening in the results shown
in Fig. 2.15 and to explain why the process shuts down, it is useful to
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look at a simple model of the process and to see what such a model
predicts concerning the stahility of the process. The results in Fig. 2.15
show that the disturbance in 7y, drives the reactor compositions into a
region where z, becomes larger than zp and then a shutdown eventually
oceurs after several hours.

Let us derive a dynamic model of the process with control strueture
€82 included. A rigorous mode!l of the reactor and the two distillation
columns would be quite complex and of very high order. Because the
dynamics of the liguid-phase reactor are much slower than the dynam-
ics of the separation section in this process, we can develop a simple
second-order model by assuming the separation section dynamics are
instantaneous. Thus the separation section is always at steady state
and is achieving its specified performance, i.e., product and recycle
purities are at their setpoints. Given a flowrate F and the composition
z4/zp of the reactor effluent stream, the flowrates of the light and heavy
recycle streams D), and B, can be calculated from the algebraic equations

D, = 24 = A 28
Xp2,a

B, = %= B (2.9)
XpLE
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where Ay, B = small molar flowrates of components A and B in
product stream B; leaving base of second column
{assumed to be constant)
Xpaa, Xg p = purities of recycle streams

Perfect reactor level control is assumed. The reactor effluent flowrate
Fis fixed in control structure CS2. The two state variables of the system
are the two reactor compositions 2z, and zp. The two nonlinear ordinary
differential equations describing the system are

VR ddi; = FM + szDQJA - FZA - VR}EZ_A_ZB (210)
ClZE .
VR E = FOB s leBl,B - FZB - VRJZZAZB (2-11)

At any point in time we know z, and zp. The variables F, F, k, Vi,
Apgsey Biosss %n2,4, a0d xp; 5 are constant. At each point in time Egs. (2.8)
and (2.9) can be used to find the recycle flowrates. A total molar balance
around the reactor can be used to calculate the makeup flowrate of
component B, Fgz. Remember that the reactionis A + B — O, so moles
are not conserved.

FQA + FDB -+ Dg -+ B1 = F + VR.I\’.ZAZB (212)

The two nonlinear ordinary differential equations can be linearized
around the steady-state values of the reactor compositions Z, and Z;.
Laplace transforming gives the characteristic equation of the system.
It is important to remember that we are looking at the closed-loop
system with control structure C52 in place. Therefore Eq. (2.13) is the
closed-loop characteristic equation of the process:

F | kF 5 3 |
Ve » ’ Var

=0 (2.13)

Xp1er  Xp2a

SE':_S[kEB+

Thus the linear analysis predicts that the system will be closed-loop
unstable when

z z
B - _Za

(2.14)
Xpe  Xp2a

If the two recycle purities are about the same (xz; 5 = x5,,), which is
the case in the numerical example considered earlier in the chapter,
the linear analysis predicts that instability will occur when z, is bigger
than zg. This is exactly what we observed in Fig. 2.15.

The physical reason for this instability is the lack of some mechanism
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in the process or in the control structure to ensure that the 4 and B
component balances are satisfied in this integrating plantwide process.
Beth reactant components are prevented from leaving the system by
the impurity controllers that are looking at the product stream. Thus
essentially all of the reactants fed into the system must be consumed
by chemical reaction. And the stoichiometry must be satisfied down to
the last molecule: every mole of A requires exactly one mole of B to
react with. The flowrates of the fresh feed cannot be controfled in an
open-loop fashion anywhere nearly accurately enough to match the
molecules of the two reactants exactly. This is why we need some
information about the amounts of the two components in the system.
This knowledge can be used in a feedback control system to make some
adjustments so that the component in excess does not continue to build
up in the system.

2.7.4 Modification of C82

Both of the control structures discussed in Sec. 2.7.2 (CS1 and CS4)
work becaunse they detect the inventories of the reactant components
A and B in the system and bring in fresh feed streams to balance the
consumption of the two components. Structure CS1 does this by using
the liquid level in the reflux drum of the second column as an indicator
of the amount of A in the system and the liquid level in the base of the
first column as an indicator of the amount of B in the system. Structure
C54 uses & composition analyzer to measure directly the concentration
of one of the reactants in the reactor. But both of these structures lack
a direct handle on production rate.

Control structure C82 has such a direct handle, but this structure
does not work. However, a modification can be made to €S2 that will
make it work. The basic idea is to recognize that the separation section
acts like an on-line analyzer. Any component B in the reactor effluent
gets recycled in B,. Any component A in the reactor effluent gets recy-
cled in D,. Therefore, the flowrates of these two streams give a direct
indication of the amounts of the two reactants in the system.

Figure 2.16 shows a control scheme in which the ratio of the two
recycle flowrates is controlled by adjusting the flowrate of the reactor
effluent. The dynamics of the separation system must be considered
because a change in the amount of A in the reactor effluent has to work
its way through two columns before showing up as a change in the
fiowrate of ;. Thus a lag is added to the measurement of B, before it
is used to calculate the ratio. This control structure works.

In this modified CS2, the feedback adjustment that is made to adjust
for any imbalance in the amounts of the two reactants in the system
is a change in the reactor effluent flowrate to achieve a constant ratio
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Figure 2.16 Ternary process flowsheet with incomplete conversion and two recycle
streams (heavy-out-first sequence): control structure CS82C using separation as analyzer
for control of Dy/B, ratio {(workabie).

of the two recycle flowrates. This works because these flowrates give
good indications of the concentrations of the two reactants in the reac-
tor. The two columns act like composition analyzers, separating the A
and B components from the product C.

In the numerical case studied in this chapter, we considered a hguid-
phase reactor with dynamics that were slower than the dynamics of
the separation system. Suppose we have a process with a vapor-phase
reactor whose dynamics are much faster than those of the separation
section. Will the modified CS2 control structure work in this process?

Luyben et al. {1996) explored this question in detail by developing
a rigorous simulation of such a process. Their results demonstrate
that the proposed control structure dees provide effective control for
processes with fast reactor dynamies. The time constant of the separa-
tion section is about 30 minutes. The reactor time constant was reduced
to 3 minutes, and control was still good.

2.7.5 Reactor compaosition trade-offs

As discussed earlier, if the concentration of A (or B in the reactor is
essentially zero, we can flow-control the fresh feed of A (or B) into the
system, and large disturbances can be handled. In the numerical case
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presented in the previous section, the steady-state economic design of
the process yielded reactor compositions that are z, = 0.15 mole fraction
and zz = 0.25 mole fraction. It is cheaper to recycle B than A because
B comes out the bottom of the first column and does not have to be
vaporized. Component A, on the other hand, must be vaporized twice
as it is taken overhead in both columns. Therefore the steady-state
separation design favors smaller z, and larger zz. But remember that
if reactor temperature and holdup are constant (fixed 2 and Vy), the
product of the two concentrations must be fixed to achieve a given
production rate of C.

Figure 2.17 illustrates that we must He somewhere on the hyperbolic
line in the z; — zz plane. At any position on one of the constant reactor
volume lines, the production rate is constant, The concentrations fed
to the separation section vary with our cheice of location on this curve.
For large z, and small zz, the recyele of A (Dy} is large. For large 23
angd small z4, the recycle of B (B,) is large.

Since we are dealing with the product of the two reactant concentra-
tions, making them approximately equal is the best way t0 minimize
reactor holdup. Thus steady-state reactor design favors compositions

that are somewhat similar. From a dynamic viewpoint, the system

can handle disturbances more easily if the concentrations of the two
reactants are very different {(very small z, and large zz). We saw an
indication of this in the ternary process considered earlier. Control
structure C32 worked when the concentration of the limiting reactant
was very low, but failed when the concentration of the limiting reactant
was in the 0.15 mole fraction region.

So this simple process provides ancther nice example of the very
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common situation where a conflict exists between steady-state eco-
nomic design and dynamic controllability.

2.8 Conclusion

In this chapter we have looked at the steady-state and dynamicimplica-
tions of integrated processes with recycle (as compared with units con-
nected only in series), From a dynamic standpoint we found that recy-
cles provide positive feedback that alters the overall time constant
of the process. From a steady-state viewpoint, recycles introduce the
possibility of the snowball effect, where a small change in throughput
or feed composition can produce a large change in recycle flowrates.
These features restrict the set of workable control structures for an
integrated process. Several simple processes were used to illustrate the
interaction between the reaction and separation sections, The generic
conclusion was to control dominant variables using local manipulators
in the reaction section. We then achieve production rate changes by
manipulating the setpoints so that disturbances to the separation sec-
tion are minimized, thereby reducing product quality variability. An-
other point that was highlighted involved the need for the control
strategy to account for the chemical component balances, i.e., to keep
track of the inventory of components within the system.
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CHAPTER

Plantwide Control
Design Procedure

3.1 Introduction

In an industrial environment, a plant’s contro! strategy should be sim-
ple enough, at least conceptually, so that everyone from the operator
to the plant manager can understand how it works, Our governing
philosophy is it is always best to utilize the simplest control system that
will achieve the desired objectives. The more complex the process, the
mare desirable it is to have a simple control strategy. This view differs
radieally from much of the current academic thinking about process
control, which suggests that a complex process demands complex con-
trol. Our viewpoint is a result of many years of working on practical
plant control problems, where it is important to be able to identify
whether an operating problem has its source in the process or in the
control system.

The goals for an effective plantwide process control system include
{1)safe and smooth process operation; (2) tight control of produet quality
in the face of disturbances; {3) avoidance of unsafe process conditions;
{4) a control system run in automatic, not manual, requiring minimal
operator attention; (5) rapid rate and product gualify transitions; and
(6) zero unexpected environmental releases.

Asillustrated in the previous chapter; the need for a plantwide control
perspective arises from three important features of integrated pro-
cesses: the effects of material recycle, of chemical component invento-
ries, and of energy integration. We have shown several control strate-
gies that highlight important general issues. However, we did not
describe how we arrived at these strategies, and many of our choices
may seem mysterious at this peint. Why, for instance, did we choose
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to use fresh liquid reactant feed streams in the control of liquid invento-
ries? What prompted us to have a reactor composition analyzer? Why
were we concerned with a single direct handle to set production rate?

In this chapter we outline the nine basic steps of a general heuristic
plantwide control design procedure (Luyben et al., 1997). After some
preliminary discussion of the fundamentals on which this procedlitre
is based, we outline each step in general terms. We also summarize
our justification for the sequence of steps. The method is illugtrated in
applications to four industrial process examples in Part 3.

The procedure essentially decomposes the plantwide contrel problem
into various levels. It forces us to focus on the unique features and
issues associated with a control strategy for an entire plant. We high-
lighted some of these questions in Chap. 1 discussing the HDA
process. How do we manage energy? How is production rate controlled?
How do we control product quality? How do we determine the amounts
of fresh reactants to add?

Our plantwide control design procedure (Fig. 3.1) satisfies the two
fundamental chemical engineering principles, namely the overall con-
servation of energy and mass. Additionally, the procedure accounts for
nonconserved entities within a plant such as chemical components
(produced and consumed) and entropy (produced). In fact, five of the
nine steps deal with plantwide control issues that would not be ad-
dressed by simply combining the control systems from all of the individ-
ual unit operations.

Steps 1 and 2 establish the objectives of the control system and the
available degrees of freedom. Step 3 ensures that any production of
heat (entropy) within the process is properly dissipated and that the
propagation of thermal disturbances is prevented. In Steps 4 a_nd 5 we

1. Establish Control Objectives

2. Determine Control Degrees of Freedom

3. Establish Energy Management System

4, Set Production Rate

5. Control Product Quality and Handle Safety,
Environmental, and Operational Constraints

6. Fix a Flow in Every Recycle Loop and Control Inventories
{Pressures and Liquid Levels)

7, Check Component Balances

8. Controi Individual Unit Operations

9. Optimize Economics and Improve Dynamic Controllability

Figure 3.1 Nine steps of plantwide cantrol design procedure.
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satisfy the key business objectives concerning production rate, product
quality, and safety. Step 6 involves total mass balance control, whereas
in Step 7 we ensure that nonconserved chemical components are ac-
counted for. That concludes the plantwide control aspects. In Step 8
we complete the control systems for individual unit operations. Finally,
Step 9 uses the remaining degrees of freedom for optimization and
improved dynamic controllability. This heuristic procedure will gener-
ate a workable plantwide control strategy, which is not necessarily the
best solution. Because the design problem is open-ended, the procedure
will not produce a unique solution.

The plantwide control design procedure presented here was devel-
oped after many years of work and research in the fields of process
control and process design. Research efforts by a number of people
in industry and at universities have contributed essential ideas and
concepts. We have assembled, analyzed, and processed this prior work
to reach a logical, coherent, step-by-step procedure. We want to ac-
knowledge these previous contributions and state that we are indeed
fortunate to stand upon the shoulders of many giants. Listed below
are some of the fundamental concepts and techniques that form the
basis of the procedure.

3.2 Basic Concepts of Piantwide Control

3.2.1 Buckley basics

Page Buckley (1964), a true pionger with DuPont in the field of process
control, was the first to suggest the idea of separating the plantwide
control problem into two parts: material balance control and product
quality control. He suggested looking first at the flow of material
through the system. A logical arrangement of level and pressure control
Ioops is established, using the flowrates of the liquid and gas process
streams. No controller tuning or inventory sizing is done at this step.
The idea is to establish the inventory control system by setting up this
“hydraulic” control structure as the first step.

He then proposed establishing the product-quality control loops by
choosing appropriate manipulated variables. The time constants of the
closed-loop product-guality loops are estimated. We tryv to make these
as small as possible so that good, tight control is achieved, but stability
constraints impose limitations on the achieveable performance.

Then the inventory loops are revigited. The liguid holdups in surge
volumes are calculated so that the time constants of the Hquid level
loops (using proportional-only controllers) are a factor of 10 larger than
the product-quality time constants. This separation in time constants
permits independent tuning of the material-balance loops and the prod-
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uct-quality loops. Note that most level controllers should be propor-
tional-only (P) to achieve flow smoothing.

3.2.2 Douglas doctrines

Jim Douglas (1988) of the University of Massachusetts has devised a
hierarchical approach to the conceptual design of process flowsheets.
Although he primarily considers the steady-state aspects of process
design, he has developed several useful concepts that have control
structure implications.

Douglas points out that in the typical chemical plant the costs of raw
materials and the value of the products are usually much greater than
the costs of capital and energy. This leads to the two Douglas doctrines:

1. Minimize losses of reactants and products.

2. Maximize flowrates through gas recycle systems.

The first idea implies that we need tight control of stream composi-
tions exiting the process to avoid losses of reactants and products. The
second rests on the principle that yield is worth more than energy.
Recycles are used to improve yields in many processes, as was discussed
in Chap. 2. The economics of improving yields (obtaining more desired
products from the same raw materials) usually outweigh the additional
energy cost of driving the recycle gas compressor.

The control structure implication is that we do not attempt to regulate
the gas recycle flow and we do not worry about what we control with
its manipulation. We simply maximize its flow. This removes one control
degree of freedom and simplifies the control problem.

3.2.3 Downs drill

Jim Downs (1992) of Eastman Chemical Company has insightfully
pointed out the importance of looking at the chemical component bal-
ances around the entire plant and checking to see that the control
structure handles thege component balances effectively. The concepts
of overall component balances go back to our first course in chemical
engineering, where we learned how to apply mass and energy balances
to any system, microscopic or macroscopic. We did these balances for
individual unit operations, for sections of a plant, and for entire pro-
cesses.

But somehow these basics are often forgotten or overlooked in the
complex and intricate project required to develop a steady-state design
for a large chemical plant and specify its control structure. Often the
design job is broken up into pieces. One person will design the reactor
and its control system and someone else will design the separation
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section and its control system. The task sometimes falls through the
cracks to ensure that these two sections operate effectively when cou-
pled together. Thus it is important that we perform the Downs drill.

We must ensure that all components (reactants, products, and inerts)
have a way to leave or be consumed within the process. The consider-
ation of inerts is seldom overlooked. Heavy inerts can leave the system
in the bottoms product from a distillation column. Light inerts can be
purged from a gas recycle stream or from a partial condenser on a
column. Intermediate inerts must also be removed in some way, for
example in sidestream purges or separate distillation columns.

Most of the problems occur in the consideration of reactants, particu-
larly when several chemical species are involved. All of the reactants
fed into the system must either be consumed via reaction or leave the
plant as impurities in the exiting streams. Since we usually want to
minimize raw material costs and maintain high-purity produets, most
of the reactants fed into the process must be chewed up in the reactions.
And the stoichiometry must be satisfied down fo the last molecule.

Chemical plants often act as pure integrators in terms of reactants.
This is due to the fact that we prevent reactants from leaving the
process through composition controls in the separation section. Any
imbalance in the number of moles of reactants involved in the reactions,
no matter how slight, wili result in the process gradually filling up
with the reactant component that is in excess. The ternary system
considered in Chap. 2 illustrated this effect. There must be a way to
adjust the fresh feed flowrates so that exactly the right amounts of the
two reactants are fed in.

3.2.4 Luyben laws

Three laws have been developed as a result of a number of case studies
of many types of systems:

1. A stream somewhere in all recycle loops should be flow controlled.
This is to prevent the snowhall effect and was discussed in Chap. 2.

2. A fresh reactant feed stream cannot be flow-controlled unless there
i essentially complete one-pass conversion of one of the reactants.
This law applies to systems with reaction types such as A + B —
products and was discussed in Chap. 2. In systems with consecutive
reactions such as A + B—-M + Cand M + B =D + C, the fresh
feeds can be flow-controlied into the system because any imbalance
in the ratios of reactants is accommodated by a shift in the amounts
of the two products (M and D) that are generated. An excess of A
will result in the production of more M and less D. An excess of B
results in the production of more I and less M.
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3. Ifthe final product from a process comes out the top of a distillation
column, the column feed should be liquid. If the final product comes
out the bottom of a column, the feed to the column should be vapor
(Cantrell et al., 1995). Changes in feed flowrate or feed composition
have less of a dynamic effect on distillate composition than they do
on bottoms composition if the feed is saturated liquid. The reverse
is true if the feed is saturated vapor: bottoms is less affected than
distillate. If our primary goal is to achieve tight product quality
control, the basic column design should consider the dynamic impli-
cations of feed thermal conditions. Even if steady-state economics
favor a liquid feed stream, the profitability of an operating plant
with a product leaving the bottom of a column may be much better
if the feed to the column is vaporized. This is another example
of the potential conflict between steady-state economic design and
dynamic controllability.

3.2.5 Richardson rule

Bob Richardson of Union Carbide suggested the heuristic that the
largest stream should be selected to control the liquid level in a vessel.
This makes good sense because it provides more muscle to achieve
the desired control objective. An analogy is that it is much easier to
maneuver a large barge with a tugboat than with a life raft. We often
use the expression that you can’t make a garbage truck drive like a
Ferrari. But this is not necessarily true. If you put a 2000-hp engine
in the garbage truck (and redesigned the center of gravity), you could
make it handle just like a sports car. The point is that the bigger the
handle you have to affect a process, the better you can control it. This
is why there are often fundamental conflicts between steady-state de-
sign and dynamic contrellability.

3.2.6 Shinskey schemes

Greg Shinskey (1988), over the course of a long and productive career
at Foxboro, has proposed a number of “advanced control” structures
that permit improvements in dynamic performance. These schemes are
not only effective, but they are simple to implement in basic control
instrumentation. Liberal use should be made of ratio control, cascade
control, override control, and valve-position (optimizing) control. These
strategies are covered in most basic process control textbooks.

3.2.7 Tyreus tuning

One of the vital steps in developing a plantwide control system, once
both the process and the control structure have heen specified, is to

Plantwide Control Design Procedure 59

determine the algorithm to be used for each controller (P, PI, or PID)
and to tune each controller. We strongly recommend the use of P-only
controllers for liguid levels (even in some liquid reactor applications).
Tuning of a P controller is usually trivial: set the controller gain equal
to 1.67. This will have the valve wide open when the level is at 80
percent and the valve shut when the level is at 20 percent (assuming
the stream flowing out of the vessel is manipulated to control liquid
level: if the level is controlled by the inflowing stream the action of the
controller is reverse instead of direct).

For other control loops, we suggest the use of PI controllers. The
relay-feedback test is a simple and fast way to obtain the ultimate gain
(K,) and ultimate period (P,). Then either the Ziegler-Nichols settings
(for very tight control with a closed-loop damping coefficient of about
0.1) or the Tyreus-Luyben (1992) settings (for more conservative loops
where a closed-loop damping coefficient of 0.4 is more appropriate) can
be used:

Kz_\; = Ku/22 TN T PJJIZ
KT}_ = Ku/32 T = 2213,_.

The use of PID controllers should be restricted to those loops where
two criteria are both satisfied: the controlled variable should have
a very large signal-to-noise ratio and tight dynamic control is really
essential from a feedback control stability perspective. The classical
example of the latter is temperature control in an irreversible exother-
mic chemical reactor (see Chap. 4).

3.3 Steps of Plantwide Process Control
Design Procedure

In this section we discuss each step of the design procedure in detail.

Step 1: Establish control objectives

Assess the steady-state design and dynamic control objectives for the
process.

This is probably the most important aspect of the problem because
different control objectives lead to different control structures. There
is an old Persian saying “If you don’t know where you are going, any
road will get you there!” This is certainly true in plantwide control.
The “best” control structure for a plant depends upon the design and
control criteria established.

These objectives include reactor and separation yields, product qual-
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ity specifications, product grades and demand determination, environ-
mental restrictions, and the range of safe operating conditions.

Step 2: Determine control degrees of
freedom

Count the number of cantrol valves available.

This is the number of degrees of freedom for control, i.e., the number
of variables that can be controlled to setpoint. The valves must be
legitimate (flow through a liquid-filled line can be regulated by only
one control valve). The placement of these control valves can sometimes
be made to improve dynamic performance, but often there is no choice
in their location. '

Most of these valves will be used to achieve basic regulatory control
of the process: (1) set production rate, (2) maintain gas and liquid
inventories, {3) control product qualities, and (4) avoid safety and envi-
ronmental constraints. Any valves that remain after these vital tasks
have been accomplished can be utilized to enhance steady-state eco-
nomic objectives or dynamiec controllability (e.g., minimize energy con-
sumption, maximize yield, or reject disturbances).

During the course of the subsequent steps, we may find that we
lack suitable manipulators to achieve the desired economic control
objectives. Then we must change the process design to obtain additional
handles. For example, we may need to add bypass lines around heat
exchangers and include auxiliary heat exchangers.

Step 3: Establish energy management
system

Make sure that energy disturbances do not propagate throughout the
process by transferring the variability to the plant utility system.

We use the term energy management to describe two functions: (1)
We must provide a control system that removes exothermic heats of
reaction from the process. If heat is not removed to utilities directly at
the reactor, then it can be used elsewhere in the process by other
unit operations. This heat, however, must ultimately be dissipated to
utilities. (2) If heat integration does occur between process streams,
then the second function of energy management is to provide a control
system that prevents the propagation of thermal disturbances and
ensures the exothermic reactor heat is dissipated and not recycled.
Process-to-process heat exchangers and heat-integrated unit opera-
tions must be analyzed to determine that there are sufficient degrees
of freedom for control.

Heat removal in exothermic reactors is cruecial because of the poten-
tial for thermal runaways. In endothermic reactions, failure to add
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enough heat simply results in the reaction slowing up. If the exothermic
reactor is running adiabatically, the control system must prevent exces-
sive temperature rise through the reactor {e.g., by setting the ratio of
the flowrate of the limiting fresh reactant to the flowrate of a recycle
stream acting as a thermal sink). More details of reactor control are
discussed in Chap. 4.

Heat transfer between process streams can create significant interac-
tion. In the case of reactor feed/effluent heat exchangers it can lead to
positive feedback and even instability. Where there is partial condensa-
tion or partial vaporization in a process-to-process heat exchanger,
disturbances can be amplified because of heat of vaporization and tem-
perature effects.

For example, suppose the temperature of a stream being fed to a
distillation ecolumn is controlled by manipulating steam flowrate to
a feed preheater. And suppose the stream leaving the preheater is
partially vaporized. Small changes in composition can result in very
large changes in the fraction of the stream that is vaporized (for
the same pressure and temperature). The resulting variations in
the liquid and vapor rates in the distillation column can produce
severe upsets.

Heat integration of a distillation column with other columns or with
reactors is widely used in chemical plants to reduce energy consump-
tion. While these designs look great in terms of steady-state economics,
they can lead to complex dynamic behavior and poor performance due
to recycling of disturbances. If not already included in the design, trim
heaters/coclers or heat exchanger bypass lines must be added to prevent
this. Energy disturbances should be transferred to the plant utility
system whenever possible to remove this source of variability from the
process units. Chapter 5 deals with heat exchanger systems.

Step 4: Set production rate

Establish the variables that dominate the productivity of the reactor and
determine the most appropriate manipulator to control production rate.

Throughput changes can be achieved only by altering, either directly
or indirectly, conditions in the reactor. To obtain higher production
rates, we must increase overall reaction rates. This can be accomplished
by raising temperature (higher specific reaction rate), increasing re-
actant concentrations, increasing reactor holdup {in liguid-phase reac-
tors), or increasing reactor pressure (in gas-phase reactors).

Our first choice for setting production rate should be to alter one of
these variables in the reactor. The variable we select must be dominant
for the reactor. Dominant reactor variables always have significant
effects on reactor performance. For example, temperature is often a
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dominant reactor variable. In irreversible reactions, specific rates in-
crease exponentially with temperature. As long as reaction rates are
not imited by low reactant concentrations, we can increase temperature
to inerease production rate in the plant. In reversible exothermic reac-
tions, where the equilibrium constant decreases with increasing tem-
perature, reactor temperature may still be a dominant variable. If the
reactor is large enough to reach chemical equilibrium at the exit, we
can decrease reactor temperature to increase production.

There are situations where reactor temperature is not a dominant
variable or cannot be changed for safety or yield reasons. In these cases,
we must find another dominant variable, such as the concentration of
the limiting reactant, flowrate of initiator or catalyst to the reactor,
reactor residence time, reactor pressure, or agitation rate.

Once we identify the dominant variables, we must also identify the
manipulators {control valves) that are most suitable to control them.
The manipulators are used in feedback control loops to hold the domi-
nant variables at setpoint. The setpoints are then adjusted to achieve
the desired production rate, in addition to satisfving other economic
control objectives.

Whatever variable we choose, we would like it to provide smooth and
stable production rate transitions and to reject disturbances. We often
want to select a variable that has the least effect on the separation
section but also has a rapid and direct effect on reaction rate in the
reactor without hitting an operational constraint.

When the setpoint of a dominant variable ig used to establish plant
production rate, the control strategy must ensure that the right
amounts of fresh reactants are brought into the process. This is often
accomplizshed through fresh reactant makeup control based upon liquid
levels or gas pressures that reflect component inventories. We must
keep these ideas in mind when we reach Steps 6 and 7.

However, design constraints may limit our ability to exercise this
strategy concerning fresh reactant makeup. An upstream process may
establish the reactant feed flow sent to the plant. A downstream process
may require on-demand production, which fixes the product flowrate
from the plant. In thege cases, the development of the control strategy
becomes more complex because we must somehow adjust the setpoint
of the dominant variable on the basis of the production rate that has
been specified externally. We must balance production rate with-what
has been specified externally. This cannot be done in an open-loop
sense. Feedback of information about actual internal plant conditions
is required to determine the accumulation or depletion of the reactant
components. This concept was nicely llustrated by the control strategy
inFig. 2.16. Inthat scheme we fixed externally the flow of fresh reactant
A feed. Also, we used reactor residence time (via the effluent flowrate)
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as the controlled dominant variable. Feedback information (internal
reactant composition information) is provided to this controller by the
ratio of the two recycle stream flows.

Step 5: Control product qguality and handle
safety, operational, and environmental
constraints

Select the “best” valves to control each of the product-guality, safety, and
environmental variables.

We want tight control of these important guantities for economic and
operational reasons. Hence we should select manipulated variables
such that the dynamic relationships between the controlled and manip-
ulated variables feature small time constants and deadtimes and large
steady-state gains. The former gives small closed-loop time constants
and the latter prevents problems with the rangeability of the manipu-
lated variable (control valve saturation).

It should be noted that establishing the product-quality loops first,
hefore the material balanee control structure, is a fundamental differ-
ence between our plantwide control design procedure and Buckley's
procedure. Since product guality considerations have become more im-
portant in recent vears, this shift in emphasis follows naturally.

The magnitudes of various flowrates also come into consideration.
For example, temperature (or bottoms produet purity) in a distillation
column is typically controlled by manipulating steam flow to the re-
boiler (column boilup) and base level is controlled with bottoms product
flowrate. However, in columns with a large boilup ratio and small
bottoms flowrate, these loops should be reversed because beoilup has a
larger effect on base level than bottoms flow (Richardson rule). How-
ever, inverse response problems in some columns may occur when base
level is controlled by heat input. High reflux ratios at the top of a
column require similar analysis in selecting reflux or distillate to con-
trol overhead product purity.

Siep 6: Fix a flow in every recycle loop and
control inventories (pressures and levels)

Fix a flow in every recycle loop and then select the best manipulated
variables to control inventories.

In most processes a flow controller should be present in all liquid
recycle loops. This is a simple and effective way to prevent potentially
large changes in recyecle flows that can occur if all flows in the recycle
loop are controlled by levels, as illustrated by the simple process exam-
ples in Chap. 2. Steady-state and dynamic benefits result from this flow
control strategy. From a steady-state viewpoint, the plant's separation
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section is not forced to operate at significantly different load conditions,
which could lead to turndown or flooding problems.

From a dynamic viewpoint, whenever all flows in a recycle loop are
set by level controllers, wide dynamic excursions can occur in these
flows because the total system inventory is not regulated. The control
system is attempting to control the inventory in each individual vessel
by changing the flowrate to its downstream neighbor. In a recycle loop,
all level controllers see load disturbances coming from the upstream
unit. This causes the flowrate disturbances to propagate around the
recycle loop. Thus any disturbance that tends to increase the total
inventory in the process (such as an increase in the fresh feed flowrate)
will produce large increases in all flowrates around the recycle loop.

Fixing a flowrate in a recycle stream does not conflict with our discus-
sion of picking a dominant reactor variable for production rate control
in Step 4. Flow controlling a stream somewhere in all recyele loops is
an important simple part of any plantwide control strategy.

Gas recycle loops are normally set at maximum circulation rate, as
limited by compressor capacity, to achieve maximum yields (Douglas
doctrine).

Once we have fixed a flow in each recycle loop, we then determine
what valve should be used to control each inventory variable. This is
the material balance step in the Buckley procedure. Inventories include
all liquid levels (except for surge volume in certain liquid recycle
streams) and gas pressures. An inventory variable should typically be
controlled with the manipulated variable that has the largest effect on
it within that unit (Richardson rule). Because we have fixed a flow in
each recycle loop, our choice of available valves has been reduced for
inventory confrol in some units. Sometimes this actually eliminates
the obvious choice for inventory control for that unit. This constraint
forces us to look outside the immediate vicinity of the holdup we are con-
sidering.

For example, suppose that the distillate flowrate from a distillation
column is large compared to the reflux. We normally would use distillate
to control level in the reflux drum. But suppose the distillate recycles
back to the reactor and so we want to control its flow. What manipulator
should we use to control reflux drum level? We could potentially use
condenser cooling rate or reboiler heat input. Either choice would have
implications on the control strategy for the column, which would ripple
through the control strategy for the rest of the plant. This would lead
to control schemes that would never be considered if one locked only
at the unit operations in isolation.

Inventory may also be controlled with fresh reactant makeup streams
as discussed i Step 4. Liquid fresh feed streams may be added to a
location where level reflects the amount of that component in the pro-
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cess, (Gas fresh feed streams may be added to a location where pressure
reflects the amount of that material in the process,

Proportional-only control should be used in nonreactive level loops
for cascaded units in series. Even in reactor level control, proportional
control should be considered to help filter flowrate disturbances to the
downstream separation system. There is nothing necessarily sacred
about holding reactor level constant.

Step 7: Check component balances

Identify how chemical components enter, leave, and are generated or
consumed in the process.

Component balances can often be quite subtle, but they are particu-
larly important in processes with recycle streams because of their in.tew
grating effect. They depend upon the specific kinetics and reaction
paths in the system. They often affect what variable can be used tolset
production rate or reaction rate in the reactor. The buildup of chemical
components in recycle streams must be prevented by keeping track of
chemical component inventories (reactants, products, and inerts) inside
the system.

We must identify the specific mechanism or control loop to guarantee
that there will be no uncontrollable buildup of any chemical component
within the process (Downs drill}.

What are the methods or loops to ensure that the overail component
balances for all chemical species are satisfied at steady state? We can
limit their intake, control their reaction, or adjust their cutflow from
the process.

As we noted in Chap. 2, we can characterize a plant’s chemical
components into reactants, products, and inerts. We don’t want
reactant components to leave in the product streams because of the
yield loss and the desired product purity specifications. Hence we
are limited to the use of two methods: consuming the reactants by
reaction or adjusting their fresh feed flow. Product and inert compo-
nents all must have an exit path from the system. In many systerms
inerts are removed by purging off a small fraction of the recycle
stream. The purge rate is adjusted to control the inert composition
in the recycle stream so that an economic balance is maintained
between capital and operating costs.

We recommend making a Downs drill table that lists each chemical
component, its input, its generation or consumption, and its output.
This table should specify how the control system will detect an imbal-
ance in chemical components and what specific action it will take if an
imbalance is detected.
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Step 8: Control individual unit operations

Establish the control loops necessary to operate each of the individual
unit operations.

Many effective control schemes have been established over the years
for individual chemical units (Shinskey, 1988). For example, a tubular
reactor usually requires control of inlet temperature. High-temperature
endothermic reactions typically have a control system to adjust the
fuel flowrate to a furnace supplying energy to the reactor. Crystallizers
require manipulation of refrigeration load to control temperature. Oxy-
gen concentration in the stack gas from a furnace is controlled to pre-
vent excess fuel usage. Liquid solvent feed flow to an absorber is con-
trolled as some ratio to the gas feed. We deal with the control of various
unit operations in Chaps. 4 through 7.

Step 9: Optimize economics or improve
dynamic controiiability

Establish the best way to use the remaining control degrees of freedom.

After satisfying all of the basic regulatory requirements, we usually
have additional degrees of freedom involving eontrol valves that have
not been used and setpoints in some controllers that can be adjusted.
These can be utilized either to optimize steady-state economic process
performance (e.g., minimize energy, maximize selectivity) or to improve
dynamic response.

For example, suppose an exothermic chemical reactor may be cooled
with both jacket cooling water and brine (refrigeration) to a reflux
condenser. For fast reactor temperature control, manipulation of brine
is significantly better than cooling water, However, the utility cost of
brine is much higher than cooling water. Hence we would like the
control system to provide tight reactor temperature control while min-
imizing brine usage. This can be achieved with a valve position control
strategy. Reactor temperature is controlied by manipulating brine. A
valve position controller looks at the position of the brine control valve
and slowly adjusts jacket cooling water flow to keep the brine valve
approximately 10 to 20 percent open under steady-state operation
(Fig. 3.2).

Additional considerations

Certain quantitative measures from linear control theory may help
at various steps to assess relationships between the controlled and
manipulated variables. These include steady-state process gains, open-
loop time constants, singular value decomposition, condition numbers,
eigenvalue analysis for stability, etc. These techniques are described in
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Brine from refrigeration system
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Figure 3.2 [lustration of valve position control strategy.

detail in most process control textbooks. The plantwide control strategy
should ultimately be tested on a nonhinear dynamic model that captures
the essential process behavior. '

Since the design of a chemical process profoundly affects its dynamic
controllability, another part of the problem’s open-ended nature is the
opportunity to change the process design. The design-and-controel inter-
action problem remains as yvet an open research area in terms of the
plantwide control problem.

3.4 Justification of Sequence

Although the order of the steps in the design procedure may initially
seem arbitrary, the sequence comes from a consideration first of choices
that have already been assigned due to equipment or buginess con-
straints and then the importance in a hierarchy of priorities. Steps 1
and 2 are straightforward in determining the objectives and available
degrees of freedom.

Step 3 is next because the reactor is typically the heart of an indus-
irial process and the methods for heat removal are intrinsically part
of the reactor design. So it is usually not optional what degrees of
freedom can be used for exothermic reactor control. When the heat
generated in an exothermic reactor is used within the process via energy
integration, we must ensure that the energy is dissipated and not
recyvcled. Hence we examine process-to-process heat exchangers and
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heat-integrated unit operations to determine that we have sufficient
degrees of freedom (bypass lines or trim heaters/coolers).

The choice of where production rate is set (Step 4) is often a pivotal
decision, but it frequently is determined externally by a business objec-
tive. This removes another degree of freedom that cannot be used. If
we are free to choose the handle for production rate, then Steps 5
through 7 are the priority order. However, at Step 7 we may determine
that the choice will not work in light of other plantwide control consider-
ations, in which case we would return to Step 4 and select a different
variable to set production rate. Determining the best choice at Step 4
can only be done via nonlinear dynamic simulation of disturbances
with a complete control strategy.

Step 5 is done next because the control of product quality is closely
tied to Step 1 and is a higher priority than the conirol of inventories.
Hence it should be done early when we still have the widest choice of
manipulators available. Its importance is based on the issue of variabil-
ity, which we want to be as small as possible for on-aim product quality
control. Variability in inventory control tends to be not as critical, which
is the reason it is done in Step 8.

Only after the total process mass balance has been satisfied can we
check on the individual component balances in Step 7. That then settles
the plantwide issues. We now apply our knowledge of unit operation
contrel in Step 8 to improve performance and remain consistent with
the plantwide requirements. Finally, Step 9 addresses higher level
concerns above the base regulatory control strategy.

This, then, is a general and straightforward method for tackling
the control system design problem for an entire process. Using the
procedure as a framework, we should be able to transform an initially
complex and seemingly intractable problem into one that can be solved.
Before we illustrate the application of the procedure to four industrial
processes, we analyze and summarize the control systems for individual
unit operations. We also discuss how they fit into the plantwide per-
spective.

3.5 Conclusion

We have discussed in detail each of the nine steps in our plantwide
control design procedure. The first two steps establish the control objec-
tives and control degrees of freedom for the plant. In the third step
we discuss how the plantwide energy management problem can be
converted to a local unit operation energy management problem by
using the plant utility system.

The heart of the plantwide control problem lies in Steps 4 through
7, where we establish how to set production rate, maintain preduct
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quality, prevent excessive changes in recycle flowrates, control invento-
ries, and balance chemical components. These steps demand a plant-
wide perspective that often leads to control strategies differing signmifi-
cantly from those devizsed by looking at isolated unit operations.

In Part 8 we illustrate the application of these steps in four indus-
trial processes.
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